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To complete the proof it suffices to prove that (K,f) is a triangulation of 
X (that is, that f is a homeomorphism). If v is a vertex of K, then st v, 
being contractible, is evenly covered by p. For v E p-l(V) let Uv be the 
component of p-l(st v) containing 0. Then p I Uv is a homeomorphism of Uv 
onto st v. By the definition of K and cp, Icpll st i5 is a homeomorphism of st 0 
onto st v for D E p-l(V). From the commutativity of the above triangle, 
fl st i5 is a homeomorphism of st v onto Uv for v E p-l(v). Since Icpl-l(st v) = 
U{st 131 DE p-l(V)}, fllcpl-l(st v) is a homeomorphism of Icpl-l(st v) onto 
p-l(st v). Since this is so for every vertex v of K, fis a homeomorphism of IKI 
onto x. • 

The following corollary is an interesting application of these results. 

4 COROLLARY Any subgroup of a free group is free. 

PROOF Let F be a free group. It follows from example 3.7.6 that there is a 
polyhedron (in fact, a wedge of I-spheres) X with base point Xo such that 
'7T(X,xo) :::::: F. Let F' be any subgroup of F. Under the above isomorphism F' 
corresponds to some subgroup H C '7T(X,xo). Let p: X -!> X be a covering pro
jection such that X is path connected, p( xo) = Xo, and p#'7T( X,xo) = H. By 
theorem 3, X is homeomorphic to the space of a connected graph. By corol
lary 3.7.5, '7T(X,xo) is a free group. • 

If K is a finite connected graph, it follows from corollary 3.7.5 that 
E(K,vo) is a free group on I - no + nl generators, where no is the number 
of vertices of K and nl is the number of I-simplexes of K. If p: X -!> IKI is a 
covering projection of multiplicity m, the number of q-simplexes in the corre
sponding triangulation (K,f) of X (given by theorem 3) equals mnq, where nq 
is the number of q-simplexes of K. Therefore the method used to prove 
corollary 4 also yields the following result. 

S COROLLARY Let F be a free group on n generators and let F be a sub
group of F of index m. Then F is a free group on 1 - m + mn generators. • 

We now investigate the effect on the fundamental group of the process 
of attaching cells. Let A be a closed subset of a space X. X is said to be 
obtained from A by adjoining n-cells {ejn}, where n ::::: 0, if 

(a) For each j, ejn is a subset of X. 
(b) If ejn = ejn n A, then for i =1= i', ejn - ejn is disjoint from ern - ern. 
(c) X has a topology coherent with {A,f1n) and X = A U Uj f1n. 
(d) For each j there is a map 

ff (En,Sn-l) -!> (ejn,ejn) 

such that jj(En) = et, fj maps En - Sn-l homeomorphically onto ejn - ejn, 
and ejn has the topology coinduced by jj and the inclusion map ejn C ejn. 

Note that if n = 0, X is the topological sum of A and a discrete space. 
A map fj: (En,Sn-l) -!> (ejn,l?jn) satisfying condition (d) above is called a 
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characteristic map for ejn, and fj I Sn-1: Sn-1 ~ A is called an attaching map 
for ejn. X is characterized by A and the collection {fj I sn-1} of attaching 
maps. Given A and an indexed collection of maps {gj: Sn-1 ~ A}, there is a 
space X obtained from A by attaching n-cells {ejn} by the maps gj. X is 
defined as the quotient space of the topological sum V Ejn v A, where 
Ejn = En for each j, by the identifications z E Sjn-1 equals gj(z) E A. Then the 
inclusion map (Ejn,Sjn-1) C (V Ejn v A, V St-1 v A) followed by the projec
tion to (X,A) is a characteristic map jj: (Ejn,Sjn-1) ~ (X,A) for an n-cell 
ejn = jj(Ejn). 

Following are two examples. 

6 If K is a simplicial complex, IKql is obtained from IKq- 1 1 by adjoining 
q-cells {lsi I s is a q-simplex of K}. 

7 For i = 1, 2, or 4 let Fi be R, C, or Q, respectively, and for q 2:: ° let 
Pq(Fi) be the real, complex, or quaternionic projective space of dimension q. 
Pq(Fi) is imbedded in Pq+1(Fi) by the map [to, tb ... ,tqJ ~ [to, t1, ... ,tq,OJ 
for tj E h Then Pq+1(Fi) is obtained from Pq(Fi) by adjoining a single (q + l)i
cell. If E(q+1)i is identified with the space {(to,t1' ... ,tq) E Fiq+1 12:ltjl2 S; I}, 
then a characteristic map f: (E(q+1)i,S(q+1)i-1) ~ (Pq+1(Fi),Pq(Fi)) for this 
single cell is defined by the equation 

f(to,t1, ... ,tq) = [to,t1, ... ,tq, 1 - 2: Itjl2J 

8 LEMMA Let X be obtained from A by adjoining n-cells for n 2:: 2. Then 
for any point Xo E A the inclusion map i: (A,xo) C (X,xo) induces an 
epimorphism 

i#: 7T(A,xo) ~ 7T(X,XO) 

PROOF Let X be obtained from A by adjoining the n-cells {ejn}, and for each 
j let Yj E ejn - cjn and let Bj be a neighborhood of Yj in ejn - cjn homeomor
phic to En. Let w: (1,1) ~ (X,xo) be a closed path at Xo. We show that w is 
homotopic to a path in U = X - {yj} j. By the compactness of I, we can sub
divide I by points ° = to < t1 < ... < tn = 1 such that for ° S; i < neither 
W[ti,ti+1J C U or W[ti,ti+1J C Bj for some j. If W[ti,ti+1l u W[ti+bti+2l C Bj, 
we can omit the point ti+1 from the subdivision of I to obtain another subdi
vision of I with the same property. Continuing in this way we can obtain a 
subdivision such that if W[ti,ti+1J C Bj, then neither W[ti-1,til nor W[ti+1,ti+2J 
is contained in Bj. It follows that W(ti) =1= Yj and W(ti+1) =1= Yj. For each such i, 
because Bj - Yj is path connected and Bj is simply connected, wi [ti,ti+1J is 

homotopic reI {ti,ti+d to a path contained in Bj - Yj. Since altogether there 
are only a finite number of such subintervals of I, w ~ w', where w'(I) C U. 

Because Sn-1 is a strong deformation retract of En minus a point, it follows 
that cjn is a strong deformation retract of ejn - Yj. Therefore A is a strong defor
mation retract of U and w' ~ w", where w"(I) CA. Then i#[w"l = [wJ. • 
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9 COROLLARY For all n ~ 0, Pn(C) and Pn(Q) are simply connected. 

PROOF Because Po(C) and Po(Q) are each one-point spaces, the result follows 
by induction on q, using lemma 8 and the fact that Pq+1(C) is obtained from 
Pq(C) by adjoining a 2(q + I)-cell and Pq+1(Q) is obtained from Pq(Q) by 
adjoining a 4(q + I)-cell. • 

We want to compute the kernel of i# for the case n = 2. Given any map 
g: 51 ~ A, where A is path connected, and given a point Xo E A, a normal 
subgroup of 7T(A,xo) is determined as follows. If g(po) = Xl and w is a path in 
A from Xo to Xl, then h[wl&( 7T(51,po)) is a cyclic subgroup of 7T(A,xo), and for a 
different choice of w we obtain a conjugate subgroup in 7T(A,xo). Therefore 
the normal subgroup of 7T(A,xo) generated by h[wlg#( 7T(51,po)) is independent 
of the choice of the path w. Similar statements apply to a collection of maps 
{g{ 51 ~ A}. There is a well-defined normal subgroup of 7T(A,xo) determined 
by these maps. 

10 THEOREM Let A be a connected polyhedron and let X be obtained from 
A by attaching 2-cells to A by maps {g( 51 ~ A}. If N is the normal sub
group of 7T(A,xo) determined by the maps {&}, then 

i#: 7T(A,xo) ~ 7T(X,XO) 

is an epimorphism with kernel N. 

PROOF By lemma 8, i# is a surjection. Let p: A ~ A be a covering projection 
such that A is path connected, p(xo) = Xo, and P#(7T(A,XO)) = N. Because N is 
normal in 7T(A,xo), p is a regular covering projection. Because N is the subgroup 
determined by the maps {gj}, each map gj lifts to a map [!,( 51 ~ A. Let X 
be the space obtained from A by attaching 2-cells for all the lifted maps {[!,j} 
and extend p to a map pi: X ~ X such that pi maps each 2-cell of X homeo
morphically onto its corresponding 2-cell of X. Then pi is easily seen to be a 
covering projection. 

We know from the definition of N that i#(N) = 1. Assume that 
[w] E 7T(A,xo) is in the kernel of i#. Let w be any lifting of w in A such that 
w(O) = xo. Then w is a lifting of w in X. Because w is null homotopic in X, 
w is a closed path in X. Therefore w is a closed path in A, and so 

[w] = p#[ w] EN. 

Note that for the proof of theorem 10 it was not necessary that A be a 
connected polyhedron. It would have been sufficient to assume A path 
connected, locally path connected, and semilocally I-connected. 

II COROLLARY For any group G there is a space X with 7T(X,XO) :::::; G. 

PROOF Represent G as the quotient group of a free group F and a normal 
subgroup N. There is a polyhedron A such that 7T(A,xo) :::::; F (in fact, as in 
example 3.7.6, A can be taken to be a wedge of I-spheres). For each A E N 
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let gA: (Sl,po) ~ (A,xo) be a map such that [gAl corresponds to A under the 
isomorphism '1T(A,xo) ;::::; F. Let X be the space obtained from A by attaching 
2-cells by the maps {gAl. By theorem 10, there is an isomorphism '7T(X,Xo) :=:> G. • 

We now specialize to the case of a surface. These are the spaces of finite 
two-dimensional pseudomanifolds without boundary. An n-dimensional 
pseudomanifold without boundary (or absolute n-circuit) is a simplicial com
plex K such that 

(a) Every simplex of K is a face of some n-simplex of K. 
(b) Every (n - I)-simplex of K is the face of exactly two n-simplexes of K. 
(c) If sand s' are n-simplexes of K, there is a finite sequence 
s = S1. S2, ..• ,Sm = s' of n-simplexes of K such that Si and Si+l have 
an (n - I)-face in common for I S; i < m. 

We define a surface to be the space of a finite two-dimensional pseudo
manifold without boundary in which the star of every vertex is homeomor
phic to R2. It can be shown l that every surface has a normal form consisting 
of a polygon in the plane with identifications of its edges. These fall into 
classes, those with h :::::: 0 handles and those with k crosscaps. The surface 
with 0 handles is the polygon with identifications of its edges pictured as 

a 

o 
a 

Surface with 0 handles 

Topologically it is homeomorphic to the 2-sphere S2. For h > 0 the surface 
with h handles is pictured as 

------
Surface with h > 0 handles 

The surface with one handle is topologically the torus. 

1 See S. Lefschetz, Introduction to Topology, Princeton University Press, Princeton, N.J., 1949, 
and H. Seifert and W. Threlfall, Lehrbuch der Topologie, B. C. Teubner, Verlagsgesellschaft, 
Leipzig, 1934. 
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For k 2:: 1, the surface with k crosscaps is pictured as 

n1 Cl 

Ck C2 

, , ------
Surface with k crosscaps 

The surface with one crosscap is topologically the real projective plane P'2, 
and the surface with two cross caps is topologically the Klein bottle. 

The normal form represents a surface with h 2:: 1 handles as a wedge of 
2h I-spheres with a single 2-cell attached by a suitable map. If A is the wedge 
of 2h I-spheres, then '17(A) is a free group on 2h generators, which generators 
we denote by ai and bi, where 1 :::;; i :::;; n. If X is the surface with h handles, 
X is obtained from A by attaching a single 2-cell to A by a map g: 51 ~ A 
such that g# maps a generator of '17(51) to the element alblal-lb1-1 ... 
ahbhah -lbh -1 E '17(A). Theorem 10 then provides a description of '17(X) in 
terms of generators and relations. Similar remarks apply to a surface with 
k 2:: 1 crosscaps. The result is summarized below. 

I 2 The fundamental group of a surface is 

(a) Trivial for the surface with no handles. 
(b) A group with generators aI, b l , ... ,ah, bh and the single relation 
a1b1a1-1bl-1 ... ahbhah -lbh -1 = 1 for a surface with h 2:: 1 handles. 
(c) A group with generators C1, Cz, ... , Ck and the single relation 
C12C22 ... Ck Z = 1 for a surface with k 2:: 1 crosscaps. -

EXERCISES 

A TOPOLOGICAL PROPERTIES OF POLYHEDRA 

I Prove that a compact polyhedron is an absolute neighborhood retract. (Hint: Assume 
X = IKI and let K be a subcomplex of a simplex s. Use induction on the number of sim
plexes in s - K and the fact that a retract of an open subset of an absolute neighborhood 
retract is an absolute neighborhood retract.) 

2 Give an example of a space X and closed subset A C X such that A and X are both 
polyhedra but (X,A) is not a polyhedral pair. 

3 Prove that an open subset of a compact polyhedron is a polyhedron. [Hint: Since 
IKI - U is a Ga, there exists a sequence of open subsets Vi of IKI such that 
n Vi = IKI - u. By induction on n, construct a sequence of subdivisions Kn and sub
cumplexes Ln C Kn such that (a) Kn is finer than the covering {U, Vn}, (b) Ln is the 
largest subcomplex of Kn such that ILnl C U, and (c) Kn+l is a subdivision of Kn contain
ing Ln as subcomplex. Then L = U Ln is a simplicial complex such that ILl = IKI - U.l 
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" Let Y be an n-connected space and K be a simplicial complex. Prove that any con
tinuous map IKI ~ Y is homotopic to a map which sends IKnl to a single point. If 
fo, h: (IKI,IKnl) ~ (Y,yo) are homotopic, prove that they are homotopic relative to IKn-11· 

:; Let Y be a space which is n-connected for every n and let (X,A) be a polyhedral pair. 
Prove that two maps X ~ Y which agree on A are homotopic relative to A. 

6 Prove that a polyhedron is contractible if and only if it is n-connected for every n. 
If it has finite dimension m, it is contractible if and only if it is m-connected. 

B EXAMPLES 

I Prove that pn is a polyhedron for all n. 

2 Let K be the simplicial complex consisting of vertices V1, V2, . . . , vp and simplexes 
{V1,V2}, {V2,V3}, ... , {Vp_1,Vp }, and {Vp,V1} and let I be the simplicial complex with 
o and I as vertices and {0,1} as I-simplex. Then K * I is a simplicial complex with 
vertices V1, ... , v p, 0, and 1. If q is an integer relatively prime to p and Vi is defined 
for all integers i to be equal to Vj if i = f mod p, then let X be the space obtained from 
IK * II by identifying the 2-simplex {Vi,Vi+1,0} linearly with the 2-simplex {vi+q,vi+Q+1,I} 

for all i. Prove that X is homeomorphic to the lens space L(p,q) and that X is a polyhedron. 

3 Prove that the generalized lens space L(p, q1, . . . ,qn) is a polyhedron. 

" If X and Yare polyhedra and one of them is locally compact, prove that X * Y and 
X X Yare also polyhedra. 

C PSEUDOMANIFOLDS 

A simplicial complex is said to be homogeneously n-dimensional if every simplex is a face 
of some n-simplex of the complex. An n-dimensional p8eudomanifold is a simplicial 
complex K such that 

(a) K is homogeneously n-dimensional. 
(b) Every (n - I)-simplex of K is the face of at most two n-simplexes of K. 
(e) If 8 and 8 f are n-simplexes of K, there is a finite sequence 8 = 81, 82, ... , 8m = 8 f 

of n-simplexes of K such that 8i and 8i+1 have an (n - I)-face in common for 
I:::;; i < m. 

The boundary of an n-dimensional pseudo manifold K, denoted by K, is defined to be 
the subcomplex of K generated by the set of (n - I)-simplexes which are faces of exactly 
one n-simplex of K. (If K is empty, then K is an n-dimensional pseudomanifold without 
boundary, as defined in Sec. 3.8.) 

I Prove that an n-simplex is an n-dimensional pseudomanifold whose boundary, as a 
pseudomanifold, is s. 
2 If K is a pseudomanifold and L is a subdivision of K, prove that L is a pseudo
manifold and t = L I K. 
3 If K is a finite I-dimensional pseudomanifold, prove that K is either empty or con
sists of exactly two vertices. 

" Give an example of an n-dimensional pseudo manifold K such that K is neither 
empty nor an (n - I)-dimensional pseudomanifold. 

D SIMPLICIAL MAPS 

In the first four exercises K will be a finite n-dimensional pseudo manifold, where n > 0, 
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with nonempty boundary K, K' will be a simplicial subdivision of K, and cp: K' ---7 K will 
be a simplicial map such that cp I K' maps K' to K and is a simplicial approximation to 
the identity map IK'I C IKI. Furthermore, sn-I will be a fixed (n - I)-simplex of K and 
sn will be the unique n-simplex of K having sn-I as a face. 

I For each n-simplex s' of K' let a(s') be the number of (n - I)-faces of s' mapped 
onto sn-I by cpo Prove that a(s') = 1 if and only if cp maps s' onto sn and that a(s') = 0 
or 2 otherwise. 

2 Prove that the number of n-simplexes of K' mapped onto sn by cp has the same parity 
as the number of (n - I)-simplexes of K' mapped onto sn-I by cpo [Hint: They both have 
the same parity as L a(s'), the summation being over. all n-simplexes s' of K'.] 

3 Spemer lemma. Prove that the number of n-simplexes of K' mapped onto sn by cp is 
odd. (Hint: Use induction on n.) 

4 Prove that IKI is not a retract of IKI. 
:; Brouwer fixed-point theorem. Prove that every continuous map of En to itself has a 
fixed point. 

E SIMPLICIAL MAPPING CYLINDERS 

Let cp: K ---7 L be a simplicial map between simplicial complexes whose vertex sets are 
disjoint. We assume that the vertices of K are simply ordered. The simplicial mapping 
cylinder M of cp is the simplicial complex whose vertex set is the union of the vertex sets 
of K and L and whose simplexes are the simplexes of K and of L and all subsets of sets 
of the form {vo, ... ,Vk, cp(Vk)' ... ,cp(vp )}, where {VO,VI, ... ,vp } is a simplex of K 
and Vo < VI < . .. < vp in the simple ordering of the vertices of K. 

I Prove that the inclusion maps i: K C M and i: L C M are simplicial maps. If 
p: M ---7 L is defined by p(v) = cp(v) for va vertex of K and p(v') = v' for v' a vertex of L, 
then prove that p is a simplicial map such that cp = poi and poi = I L . 

2 If K is finite, prove that i 0 p and 1M are contiguous. 

3 Prove that ILl is a deformation retract of IMI. 

F EDGE-PATH GROUPS 

I Prove that if K is a simplicial complex, there is a one-to-one correspondence between 
equivalence classes of local systems on IKI with values in e and natural equivalence 
classes of covariant functors from the edge-path groupoid of K to e. 
2 Van Kampen's theorem for simplicial complexes.! Let K be a connected simplicial 
complex with connected subcomplexes LI and L2 such that LI n L2 is connected and 
K = LI U L2• Let Vo be a vertex of LI n L2 and let it: (LI n L2, vol C (LI,vo) and 
i2 : (Ll n L2 , vol C (L2 ,vo). Prove that E(K,vo) is isomorphic to the quotient group of the 
free product of E(L1,vo) with E(L2,vo) by the normal subgroup generated by the set 

{(i1#[m 0 (i2#m-l) I m E E(Li n L2, vol} 

3 If G is a finitely presented group, prove that there is a finite connected two-dimen
sional simplicial complex K whose edge-path group is isomorphic to G. 

1 For the topological case see P. Olum, Non-abelian cohomology and Van Kampen's theorem, 
Annals of Mathematics, vol. 68, pp. 658-668, 1958. 
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'" Let X be a space with base pOint Xo E X. Prove that there exists a polyhedron Y, 
with base point Yo E Y, and a continuous map f: (Y,Yo) ~ (X,xo) such that 
f#: 7T(Y,yO) ;::::: 7T(X,Xo). 

G NERVES OF COVERINGS 

If Gil = {U} in an open covering of a space X and K(Gil) is its nerve, a canonical map 
f: X ~ IK(GlI)1 is a continuous map such that f-l(st U) C U for every U E Gil. 

I If Gil is a locally finite open covering of X, prove that there is a one-to-one correspond
ence between canonical maps X ~ IK(Gll)1 and partitions of unity subordinate to GIL 

2 If GIl is a locally finite open covering of X, prove that any two canonical maps 
X ~ IK(Gll)I are homotopic. 

If Gil and C1{ are open coverings of X, with 'Ya refinement of Gil, a canonical proiection from 
r to ~ is a function 'f' which assigns to each V E r an element 'f'( V) E ~ such that 
V C <p(V). 

3 Prove that a canonical projection from C1{ to Gil defines a simplicial map K(V) ~ K(GlI) 
and any two canonical projections from 'Y to Gil define contiguous simplicial maps 
K('Y) ~ K(Gil). 

'" If <p: K('Y) ~ K(GIl) is a canonical projection and f: X ~ IK('Y)I is a canonical map, 
prove that the composite 1<p1 0 f: X ~ IK(Gll)I is a canonical map. 

a Let X be a paracompact space and let g: X ~ IKI be a continuous map (where K is 
a simplicial complex). Prove that there exists a locally finite open covering G)1 of X and a 
simplicial map <p: K(G)I) ~ K such that for any canonical map f: X ~ IK(G)I)1 the com
posite 1<p1 0 f is homotopic to g. [Hint: Choose Gil to be any locally finite open refinement 
of the open covering {g-l(st v) I v a vertex of K}, and for U E Gil choose <pi U) a vertex 
of K such that U C g-l(st <p(U)).l 

6 Let X be a compact Hausdorff space and let K be a simplicial complex. Prove that 
there is a bijection 

lim_ {[K(Gil);K]} ;::::: [X;IKll 

where the direct limit is with respect to the family of finite open coverings of X directed 
by refinement with maps induced by canonical projections and the bijection is induced 
by canonical maps. 

H DIMENSION THEORY 

A topological space X is said to have dimension ~ n, abbreviated dim X ~ n, if every 
open covering of X has an open refinement whose nerve is a simplicial complex of 
dimension ~ n. If dim X ~ n but dim X i n - 1, then X is said to have dimension n, 
denoted by dim X = n. If dim Xi n for any n, we write dim X = 00. 

I If A is a closed subset of X, prove that dim A ~ dim X. 

2 If K is a finite simplicial complex with dim K ~ n, prove that dim IKI ~ n. 

3 If s is an n-simplex, prove that dim lsi = n. (Hint: Let Gil be the open covering of 
lsi of stars of the vertices of s and assume that there is a refinement 'Y of Gil such that 
dim K('Y) ~ n - 1. Let K' be a subdivision of s finer than "If'. There are simplicial maps 
K' ~ K('Y) ~ s whose composite A is a simplicial approximation to the identity map 
IK'I C lsi·) 
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4 Let X be a paracompact space with dim X :::;: n. Prove that any map X ~ Sm, with 
m > n, is null homotopic. 

:; Let X be a compact metric space and let C be the space of maps f: X ~ R2n+l 

topologized by the metric 

d(f,g) = sup {llf(x) - g(x) II I x E X} 

Prove that C is a complete metric space, and if 

Cm = {f E C I diam f-l(Z) < ~ for all z E R2n+l} 

then show that Cm is an open subset of C for every positive integer m and ti Cm is the 
set of homeomorp~isms of X into R2n+1. 

6 If X is a compact metric space of dimension:::;: n, prove that Cm is a dense subset 
of C for every positive integer m. [Hint: Let Gil be a finite open covering of X by sets of 
diameter < 11m such that dim K(01) :::;: n and let h: IK(01)1 ~ R2n+l be a realization of 
K(c'll). If f: X ~ IK(01)1 is any canonical map, then h 0 f E Cm. Given g: X ~ R2n+l and 
given e> 0, show that it is possible to choose Gil and h as above, so that d(h 0 f, g) < e.] 

7 If X is a compact metric space of dimension :::;: n, prove that X can be embedded in 
R2n+l (in fact, the set of homeomorphisms of X into R2n+l is dense in C). 



CHAPTER FOUR 

HOMOLOGY 



THIS CHAPTER INTRODUCES THE CONCEPT OF HOMOLOGY THEORY, WHICH IS OF 

fundamental importance in algebraic topology. A homology theory involves a 
sequence of covariant functors Hn to the category of abelian groups, and we 
shall define homology theories on two categories-the singular homology theory 
on the category of topological pairs and the simplicial homology theory on the 
category of simplicial pairs. The former is topologically invariant by definition 
and is formally easier to work with, while the latter is easier to visualize 
geometrically and by definition is effectively computable for finite simplicial 
complexes. The two theories are related by the basic result that the singular 
homology of a polyhedron is isomorphic to the simplicial homology of any of 
its triangulating simplicial complexes. 

The functor Hn measures the number of "n-dimensional holes" in the 
space (or simplicial complex), in the sense that the n-sphere Sn has exactly one 
n-dimensional hole and no m-dimensional holes if m =1= n. A O-dimensional 
hole is a pair of points in different path components, and so Ho measures 
path connectedness. The functors Hn measure higher dimensional connected
ness, and some of the applications of homology are to prove higher dimensional 

155 
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analogues of results obtainable in low dimensions by using connectedness 
considerations. 

Sections 4.1 and 4.2 are devoted to the definition of the category of chain 
complexes and to an appropriate concept of homotopy in this category. 
Homology theory is introduced as a sequence of covariant functors naturally 
defined from the category of chain complexes to the category of abelian groups. 

Simplicial homology theory is defined by means of a covariant functor 
from the category of simplicial complexes to the category of chain complexes. 
We study it in detail in Sec. 4.3, where it is shown that two different defini
tions (one based on oriented simplexes, the other on ordered simplexes) are 
isomorphic. In similar fashion, singular homology theory is defined via a 
covariant functor from the category of topological spaces to the category of 
chain complexes. Its basic properties are considered in Sec. 4.4, where it is 
shown that "small" singular simplexes suffice to define singular homology. 

Section 4.5 introduces the concept of exact sequence. All the homology 
functors Hn occur together in the exact sequences of homology, and it is for 
this reason that we consider all these functors Simultaneously, rather than one 
at a time. Section 4.6 is devoted to the exact Mayer-Vietoris sequences con
necting the homology of the union of two spaces (or simplicial complexes), 
the homology of the spaces, and the homology of their intersection. We use 
these to prove the isomorphism of the simplicial homology groups of a simplicial 
complex with the singular homology groups of its corresponding space. 

Section 4.7 contains some applications of homology theory. We prove 
that euclidean spaces of different dimensions are not homeomorphic. We also 
prove the Brouwer fixed-point theorem and the more general Lefschetz fixed
point theorem. Finally, we prove Brouwer's generalization of the Jordan curve 
theorem (that an (n - I)-sphere imbedded in Sn separates Sn into two com
ponents), and we establish the invariance of domain. Section 4.8 contains a 
discussion of the axiomatic characterization of homology given by Eilenberg 
and Steenrod, as well as some related concepts. 

I CHAIN COMPLEXES 

This section introduces the category of chain complexes and chain maps and 
the homology functor on this category. We also define covariant functors from 
the category of simplicial complexes and from the category of topological 
spaces to the category of chain complexes. The composites of these and the 
homology functor define homology functors on the category of simplicial 
complexes and on the category of topological spaces. 

A differential group C consists of an abelian group C and an endomor
phism a: C ~ C such that aa = O. The endomorphism a is called the differ
ential, or boundary operator of C. There is a category whose objects are 
differential groups and whose morphisms are homomorphisms commuting 
with the differentials. 
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For a differential group C there is a subgroup of cycles Z(C) = ker 0 and 
a subgroup of boundaries B(C) = im o. Because 00 = 0, B(C) C Z(C). The 
homology group H( C) is defined to be the quotient group 

H(C) = Z(C)/B(C) 

The elements of H( C) are called homology classes. If z is a cycle, its homology 
class in H( C) is denoted by {z}. Two cycles Z1 and Z2 are homologous, denoted 
by Z1 - Z2, if their difference is a boundary, that is, if {zt} = {Z2}. 

If 7': C ---7 C' is a homomorphism of differential groups commuting with 
the differentials, then 7' maps cycles of C to cycles of C' and boundaries of C 
to boundaries of C'. Therefore 7' induces a homomorphism 

7'* :H(C) ---7 H(C') 

such that 7'* {z} = {7'(z)} for z E Z( C). Because (7'17'2)* = 7'1* 7'2*, there is a 
covariant functor from the category of differential groups to the category of 
groups which assigns to a differential group C its homology group H( C) and 
to a homomorphism 7' its induced homomorphism 7'* . 

A graded group C = {Cq } consists of a collection of abelian groups Cq 

indexed by the integers. Elements of Cq are said to have degree q. A homo
morphism 7': C ---7 C' of degree d from one graded group to another consists of a 
collection 7' = {7'q: Cq ---7 C~+d} of homomorphisms indexed by the integers. We 
shall omit the subscript in 7' q where there is no likelihood of confusion. It is 
obvious that the composite of homomorphisms of degrees d and d' is a homo
morphism of degree d + d', and that there thus is a category of graded 
groups and homomorphisms (with each homomorphism having some degree). 
It has a subcategory of graded groups and homomorphisms of fixed degree O. 
Because the sum of two homomorphisms from C to C' of degree 0 is again a 
homomorphism from' C to C' of degree 0, hom (C,C') is an abelian group 
[hom (C,C') being the set ()f morphisms in the category whose morphisms are 
homomorphisms of degree 0]. 

A differential graded group (sometimes abbreviated to DC group) is a 
graded group that has a differential compatible with the graded structure 
(that is, the differential is of degree r for some r). A chain complex is a differ
ential graded group in which the differential is of degree -1. Thus a chain 
complex C consists of a sequence of abelian groups Cq and homomorphisms 

Oq: Cq ---7 Cq- 1 

indexed by the integers such that the composite 

C 0.+1 0. 
q+1 ~ Cq ---7 Cq_ 1 

is the trivial homomorphism. The elements of Cq are called q-chains of the 
complex. Most of the chain complexes we consider will have the additional 
property that Cq = 0 for q < O. Such a complex is said to be nonnegative. 
A free chain complex is a chain complex in which Cq is a free abelian group 
for every q. 
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For. a chain complex the group of cycles Z( C) is a graded group consist
ing of the collection {Zq(C) = ker Oq}, and the group of boundaries B(C) is a 
graded group consisting of {Bq( C) = im oq+d. The homology group H( C) is 
a graded group consisting of {Hq( C) = Zq( C) I Bq( C) }. 

A chain map T: C ~ G' (also called a chain transformation) between 
chain complexes is a homomorphism of degree 0 commuting with the differ
entials. Thus T is a collection {Tq: Cq ~ C~} such that commutativity holds in 
each square 

Cq 
Gq 

Cq- 1 ~ 

Tql 1 'fq_l 

0' 
C~ 

q 

C~_1 ~ 

It is clear that there is a category of chain complexes whose objects are chain 
complexes and whose morphisms are chain maps. It is also clear that if 
C and G' are two objects in this category, hom (C,G') is an abelian group. 

If T: C ~ G' is a chain map, its induced homomorphism 

T*: H(C) ~ H(G') 

is the homomorphism of degree 0 such that (T*)q{Z} = {Tq(Z)} for Z E Zq(C). 
The following theorem is easily verified. 

I THEOREM There is a covariant functor from the category of chain com
plexes to the category of graded groups and homomorphisms of degree 0 
which assigns to a chain complex C its homology group H( C) and to a chain 
map T its induced homomorphism T*. For any two chain complexes the map 
T ~ T* is a homomorphism from hom (C,G') to hom (H(C),H(G')). • 

A subcomplex G' of a chain complex C, denoted by G' C C, is a chain 
complex such that C~ C Cq and o~ = Oq I C~ for all q. There is then an inclu
sion map i: G' C C consisting of the collection of inclusion maps {C~ C Cq }. 

There is also a quotient chain complex C I G' = {Cql C~} with boundary oper
ator induced from that of C by passing to the quotient. The collection of pro
jections {Cq ~ CqIC~} is the proiection chain map C ~ CIG'. 

To describe a covariant functor from the category of simplicial complexes 
to the category of free chain complexes, let K be a simplicial complex. An 
oriented q-simplex of K is a q-simplex s E K together with an equivalence 
class of total orderings of the vertices of s, two orderings being equivalent if 
they differ by an even permutation of the vertices. If va, VI, . . • , Vq are the 
vertices of s, then [VO,V1, ... ,vq] denotes the oriented q-simplex of K 
consisting of the simplex s together with the equivalence class of the ordering 
Va < VI < ... < Vq of its vertices. 

For q < 0 there are no oriented q-simplexes. For every vertex V of K 
there is a unique oriented O-simplex [v], and to every q-simplex, with q :::: 1, 
there correspond exactly two oriented q-simplexes. Let Cq(K) be the abelian 
group generated by the oriented q-simplexes (Jq with the relations (J1 q + (Jzq = 0 
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if 01q and ozq are different oriented q-simplexes corresponding to the same 
q-simplex of K. Then Cq(K) = 0 for q < 0, and for q ~ 0 Cq(K) is a free 
abelian group with rank equal to the num her of q-simplexes of K. If K is 
empty, Cq(K) = 0 for all q. 

We define homomorphisms Oq: Cq(K) ~ Cq_1(K) for q ~ I by defining 
them on the generators by 

(a) 

where [VO,Vl, ... ,1\, ... ,vq] denotes the oriented (q - I)-simplex obtained 
by omitting Vi. If 01 q + ozq = 0 in Cq(K), then it is easily verified that 
Oq(Olq) + Oq(ozq) = 0 in Cq_ 1(K). Therefore Oq extends to a homomorphism 
from Cq(K) to Cq_1(K). For q ~ 0 we define Oq to be the trivial homomorphism 
from Cq(K) to Cq_1(K). lt is not difficult to show that OqOq+l = 0 for all q. 
Therefore there is a free nonnegative chain complex C(K) = {Cq(K),oq}, 
which is called the oriented chain complex of K. lts homology group, denoted 
by H(K), is a graded group {Hq(K) = Hq(C(K))}, called the oriented homology 
group of K. Hq(K) is called the qth oriented homology group of K. 

If K is realized in some euclidean space, the oriented q-simplexes of K 
are q-simplexes of K together with orientations, in the sense of linear algebra, 
of the affine varieties spanned by them. The boundary of an oriented q-simplex 
is the sum of its oriented (q - I)-faces, with each face oriented by the orien
tation compatible with that of the q-simplex, as shown in the diagrams. 

Vo~~------------------~ 

An oriented q-cycle z of K is a "closed" collection of oriented q-simplexes, 
with each (q - I)-simplex lying in the boundary of z the same number of 
times with each orientation. Hq(K) is the group of equivalence classes of these 
q-cycles, two cycles being equivalent if their difference is a boundary. Thus 
Hq(K) corresponds intuitively to the group generated by the q-dimensional 
"holes" in IKI. 

lt is convenient to add more generators and more relations to the chain 
groups Cq(K). If Vo, VI, ... , Vq are vertices (not necessarily distinct) of 
some simplex of K, we define [VO,Vl, ... ,vq] E Cq(K) to be 0 if the vertices 
are not distinct and to be the oriented q-simplex as defined above if they are 
distinct. Then equation (a) remains correct for these added generators (that is, 
if the vertices VO,Vl, ... ,Vq are not all distinct, the left-hand side of equa
tion (a) is 0 and the right-hand side can also be verified to be 0). 
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If cP: KI ~ K2 is a simplicial map, there is an associated chain map 
C(cP): C(KI) ~ C(K2) defined by 

(b) C(CP)([VO,VI' ... ,Vq]) = [cp(vo), CP(VI), ... ,cp(vq)] 

Note that if va, Vb ... ,Vq are distinct vertices of some simplex of K I , then 
cp(vo), CP(VI), ... , cp(vq) are vertices of some simplex of K2 but are not 
necessarily distinct. Therefore the right-hand side of equation (b) above would 
not be defined unless we had defined [VO,Vb ... ,Vq] as an element of Cq, 
whether or not the terms Vi are distinct. It is easy to verify that C( cp) is 
a chain map. 

2 THEOREM There is a covariant functor C from the category of simplicial 
complexes to the category of chain complexes which assigns to K its oriented 
chain complex C(K). -

The composite of the functor C and the homology functor is a covariant 
functor, called the oriented homology functor, from the category of simplicial 
complexes to the category of graded groups. To a simplicial complex K 
it assigns the graded group H(K) = {Hq(K) = Hq(C(K))}, and to a simplicial 
map cP: KI ~ K2 it assigns the homomorphism cP*: H(KI) ~ H(K2) of degree 
o induced by C(cP): C(Kl) ~ C(K2)' If L is a subcomplex of K, and i: L C K, 
then C(i): C(L) ~ C(K) is a monomorphism by means of which we identify 
C(L) with a subcomplex of C(K). 

We next describe the singular chain functor from the category of 
topological spaces to the category of chain complexes. Let po, PI, P2, ... be 
an infinite sequence of different elements fixed once and for all. For q 2': 0 
let !1q be the space of the simplicial complex consisting of all nonempty sub
sets of {PO,Pb ... ,pq} (therefore !1q is the closed simplex IpO,PI, ... ,pql). 
For q 2': 0 and 0 ~ i ~ q + 1 let 

be the linear map defined by the vertex map 

. () {Pi eJ+1 Pi = 
Pi+l 

j<i 
j'?i 

Then eJ+I(M) is the closed simplex IpO,PI," . ,pi, ... 'PHIl in !1q+1 oppo
site the vertex pi, and direct computation shows that 

3 If 0 ~ i < i ~ q + 1, then eb+2e3+1 = e&+2eb:;:i. -

Let X be a topological space. For q 2': 0 a singular q-simplex a of X is 
defined to be a continuous map 

a: !1q ~ X 

For q > 0 and 0 ~ i ~ q the ith face of a, denoted by a(i), is defined to be 
the singular (q - I)-simplex of X which is the composite 

a(i) = a 0 eqi : !1q-l ~ !1q ~ X 
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It follows from statement 3 that 

4 If q > 1 and 0 ~ i < i ~ q, then (a(i»)(j) = (a0»)(H). -

The singular chain complex of X, denoted by fl(X), is defined to be the 
free nonnegative chain complex fl(X) = {flq(X),a q}, where flq(X) is the free 
abelian group generated by the singular q-simplexes of X for q 2': 0 [and 
flq(X) = 0 for q < 0], and for q 2': 1, aq is defined by the equation 

aq(a) = 2: (-l)ia(i) 
O",i<:q 

This is a chain complex because aqaq+1 = 0 is an immediate consequence 
of statement 4. If X is empty, flq(X) = 0 for all q. 

If f: X ~ Y is continuous, there is a chain map 

fl(f): fl(X) ~ fl(Y) 

defined by fl(f)(a) = f 0 a for a singular q-simplex a: flq ~ X. Then fl(f) is 
a chain map, and we have the following result. 

:; THEOREM There is a covariant functor fl from the category of topologi
cal spaces to the category of chain complexes which assigns to X its singular 
chain complex t.(X). -

The composite of the functor t. and the homology functor is a covariant 
functor, called the Singular homology functor, from the category of topolOgi
cal spaces to the category of graded groups. To a space X it assigns the 
graded group H(X) = {Hq(X) = Hq(fl(X))} and to a map f: X ~ Y it assigns 
the homomorphism 

f*: H(X) ~ H(Y) 

of degree 0 induced by fl(f): fl(X) ~ fl(Y). Hq(X) is called the qth Singular 
homology group of x. If A is a subspace of X and i: A C X, then the map 
fl(i): t.(A) ~ t.(X) is a monomorphism by means of which we identify t.(A) 
with a subcomplex of fl(X). 

The category of chain complexes has arbitrary sums and products of 
indexed collections. That is, if {OLEJ is an indexed collection of chain com
plexes, there is a sum chain complex EB 0 and a product chain complex X 0 
in which (EB O)q = EB Oq and (X O)q = X Oq for every q. It follows that 
Zq(EB 0) = EB Zq(O) and Bq(EB 0) = EB Bq(O) and Zq(X 0) = X Zq(O) 
and Bq(X 0) = X Bq(O) for all q. Therefore H(EB 0) = EB H(O) and 
H(X 0) = X H(O). 

6 THEOREM On the category of chain complexes the homology functor 
commutes with sums and with products. -

The category of chain complexes also has direct and inverse limits (whose 
qth chain groups are appropriate limits of the qth chain groups of the factors). 
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7 THEOREM The homology functor commutes with direct limits. 

PROOF Let {Ca,'Ta fl } be a direct system of chain complexes and let {C,ia} be 
the direct limit of this system (that is, ia: Ca ~ C, and if a ::;: [3, then 
ia = ifl 0 'Ta fl : Ca ~ GIl ~ C). Then {H(ca),'Ta~} is a direct system of graded 
groups, and we show that {H(C),ia *} is the direct limit of this system. 

We show that 1.3a of the Introduction is satisfied. Let {z} E Hq(C). Then 
z = iac" for some ca E (ca)q. Since 

there is [3 with a ::;: [3 such that 'TaflaqaCa = o. Then Taflca is a cycle of (Cfl)q 
and ifl'T aflca = iaca = z. Therefore i fl * { 'T aflca} = {z}. 

We show that 1.3b of the Introduction is also satisfied. Because we are 
dealing with the direct limit of groups, it suffices to show that if {za} E Hq( Ca) 
is in the kernel of ia*, then there is y with a ::;: y such that {za} is in the 
kernel of 'T]*. If ia*{za} = 0, then iaza = aq+1c for some c E Cq+1. Because 
c = iflcfl for some [3, we have iaza = ifla~+lCfl. Choose y' so that a, [3 ::;: y'. 
Then iy'('T"Y'za - Tfly'ag+1cfl ) = O. Therefore there is y with y' ::;: y such 
that 'Ty,y('TaY'za - 'Tfly'ag+1cfl ) = o. Then 'TaYZa = aqY+l('TflYcfl), so 'Ta~ {za} = O .• 

It is false that the homology functor commutes with inverse limits. We 
present an example to show this. 

8 EXAMPLE For any integer n 2 1 let Cn be the chain complex with 
(Cn)q = 0 if q =I=- 0 or 1 and (Cnh ~ (Cn)o equal to Z ~ Z, where the homo
morphism is multiplication by 2. For each n let 'Tn: Cn+1 ~ Cn be the chain 
map which is multiplication by 3 on each chain group, and for n ::;: m define 
'Tnm: Cm ~ Cn to be the composite Tnm = 'Tn'Tn+1 ... 'Tm- 1. Then {Cn,'Tnm} is 
an inverse system whose inverse limit is the trivial chain complex. Therefore 
Hq(lim~{Cn,'Tnm}) = 0 for all q. However, Ho(Cn) = Z2 for all nand 
'Tnr::: Ho(Cm) ;::::; Ho(Cn) for all n ::;: m. Therefore lim~ {Ho(Cn), 'Tn~} ;::::; Z2. 

2 CHAIN HOMOTOPY 

This section deals with homotopy in the category of chain complexes. For 
free chain complexes we prove that contractibility is equivalent to triviality 
of all the homology groups. This leads to discussion of a method for construct
ing chain maps and homotopies by a general procedure known as the method 
of acyclic models. The section closes with a definition of mapping cone of a 
chain map and its relation to the chain map. 

Let 'T, 'T': C ~ C' be chain maps. A chain homotopy D from 'T to 'T', de
noted by D: 'T ~ 'T', is a homomorphism D = {Dq} from C to C' of degree 1 
such that for all q 
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If there is a chain homotopy from T to T', we say that T is chain homotopic to 
T' and write T ~ T'. It is trivial that chain homotopy is an equivalence rela
tion in the set of chain maps from C to C' . The corresponding set of equivalence 
classes is denoted by [C; C'], and if T: C --+ C' is a chain map, its equivalence 
class is denoted by [T]. 

I LEMMA The composites of chain-homotopic chain maps are chain 
homotopic. 

PROOF Assume D: T ~ T', where T, T': C ---;. C', and D: i ~ i', where 
if, if': C' ---;. C". Then 

is of degree 1 and is a chain homotopy from iT to f' T'. • 

It follows that there is a category whose objects are chain complexes and 
whose morphisms are chain homotopy classes. A chain map T: C -,) C' is 
called a chain equivalence if [T 1 is an equivalence in the homotopy category 
of chain complexes. If there is a chain equivalence from C to C', we say that 
C and C' are chain equivalent. 

2 THEOREM If T, T': C -,) C' are chain homotopic, then 

T* = T*: H(C) -,) H(C') 

PROOF Assume D: T ~ T'. For any Z E ZiC) 

06+1Dq(Z) = Tq(Z) - T~(Z) 

showing that Tq(Z) ~ T~(Z) and T* {z} = T* {z}. • 

A chain contraction of a chain complex C is a homotopy from the iden
tity chain map Ie to the zero chain map Oe of C to itself. If there is a chain 
contraction of C, C is said to be chain contractible. C is said to be acyclic if 
H(C) = 0 (that is, Hq(C) = 0 for all q). 

3 COROLLARY A contractible chain complex is acyclic. 

PROOF Assume that C is a chain complex such that Ie c::::: Oe. By theorem 2, 
(l e)* = (0 0 )*. However, (l e)* = IH(C) and (0 0 )* = OH(C). Therefore 
I H (C) = OH(C), which can happen only if H(C) = O. • 

The converse of corollary 3 is false. 

4 EXAMPLE Let C be the chain complex with Cq = 0 for q =1= 0, 1, 2 and 
with Cz ~ C1 ~ Co equal to Z -4 Z ~ Z2, where ll'(n) = 2n, f3(2m) = 0, and 
f3(2m + 1) = 1. Then C is acyclic but not contractible. In fact, if D: Ie ~ Oe 
were a chain contraction of C, then the homomorphism f3 would have a right 
inverse Do: Z2 -,) Z, but any homomorphism Z2 ---;. Z is trivial. 

If C is assumed to be a free chain complex, there is a converse of 
corollary 3. 
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:. THEOREM A free chain complex is acyclic if and only if it is contractible. 

PROOF We show that if C is an acyclic free chain complex, it is contractible. 
For each q the map aq is an epimorphism of Cq to Bq-l(C) = Zq-l(C). 
Because Cq- l is free, so is Za-l(C), and there is a homomorphism 

Sq_l: Zq-l(C) ~ Cq 

which is a right inverse of aq. Then lCq - Sq_la q maps Cq to Zq(C), and we 
define {Dq} by 

Then 

aq+lDq + Dq_laq = lCq - Sq_laq + sq_l(l~_l - Sq_2aq_l)aq = lCq 

which shows that {Dq} is a chain contraction of C. • 

The method of proof of theorem 5 is a standard one used to construct 
chain maps and homotopies from a free chain complex to an acyclic chain 
complex. We now extend it to obtain a general method of constructing chain 
maps and chain homotopies, called the method of acyclic models. Repeated 
application of this method will be made in subsequent discussions. We con
sider a special version of the method of acyclic models which suffices for our 
applications. l 

A category with models consists of a category e and a set 0fL of objects 
of 2 called models. Given a covariant functor G from a category e with 
models 0fL to the category of abelian groups, a basis for G is an indexed col
lection {& E G(Mj ) }iEJ, where Mj E 0fL such that for any object X of e the 
indexed collection 

{G(f)(&) }iEJ,fE hom (Mj.xl 

is a basis for G(X). If G has a basis, it is called a free functor on e with models 0lL 
In this case, if h E hom (X, Y), then G(h) maps each basis element of G(X) 
to some basis element of G(Y). Hence G is the composite of the covariant 
functor which assigns to X the set {G(f)(gj) liE J, f E hom (Mj,X)} with the 
covariant functor of example 1.2.2, which assigns to every set the free abelian 
group generated by it. 

Let G be a covariant functor from a category e with models 0fL to the 
category of chain complexes. G is said to be free if Gq is a free functor to the 
category of abelian groups. 

6 EXAMPLE Let K be a simplicial complex and let e(K) be the category 
defined by the partially ordered set of subcomplexes of K (as in example 1.1.11). 
Let 0fL(K) = {s I S E K} be models for e(K). We show that the covariant 
functor C which assigns to each subcomplex of K its oriented chain complex 
is a free nonnegative functor on e(K) with models 0fL(K) to the category of 

1 A general treatment can be found in S. Eilenberg and S. Mac Lane, Acyclic models, Ameri
can Journal of Mathematics, vol. 79, pp. 189-199 (1953). 
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chain complexes. For each model s of dimension q choose once and for all an 
oriented q-simplex o(s) which generates Cq(s). Then the indexed collection 
{o( s) I dim s = q} S E K is a basis for Cq . Hence Cq is free witb models G)lL(K). 

7 EXAMPLE Let (' be the category of topological spaces with models 
GJlL = {~q I q ::::: O} and let 6, be the singular chain functor. Then ~ is free and 
nonnegative on (' with models GJlL. In fact, if ~q: 6,q C 6,q, then the singleton 
{~q E ~q(6,q)} is a basis for 6,q. 

Let G be a covariant functor on a category (' to the category of chain 
complexes. Then there are covariant functors Hq(G), for all q, from (' to the 
category of abelian groups that assign to an object X the group Hq( G(X)). If 
(' is a category with models GJll, a functor G from (' to the category of chain 
complexes is said to be acyclic in positive dimensions if Hq(G(M)) = 0 
for q > 0 and M E :llL We now establish the main result dealing with 
the construction of chain maps and homotopies. 

8 THEOREM Let (' be a category with models ')ll and let G and G' be co
variant functors from (' to the category of chain complexes such that G is free 
and nonnegative and G' is acyclic in positive dimensions. Then 

(a) Any natural transformation Ho(G) -,) Ho(G') is induced by a natural 
chain map T: G -,) G'. 
(b) Two natural chain maps T, T': G -,) G' inducing the same natural 
transformation Ho(G) -,) Ho(G') are naturally chain homotopic. 

PROOF For every object X of Cl we must define a chain map T(X): G(X) -,) 
G'(X) [or a chain homotopy D(X): T(X) c::::' T'(X)] such that if h: X -,) Y is a 
morphism in Cl, then 

T(Y)G(h) = G'(h)T(X) [or D(Y)G(h) = G'(h)D(X)] 

For q ::::: 0 let {gj E Gq(Mj)}jEJq be a basis for Gq, where Mj E GJll for 
each j E Jq. Then Gq(X) has the basis 

{ Gq( f)(gj)} iE Jq,{ E hom (Mj,xl 

It follows that Tq(X) [or Dq(X)] is determined by the collection {Tq(Mj)(gj)}iEJq 
and the equation 

(b) 

(c) 

Dq(X)(L.nijGq(fij)(~)) = '2:nijGq+l(fii)Dq(Mi)(~) 
We shall define Tq(X) by induction on q so that 

OTq(X) = Tq_l(X)O 

and define Dq(X) by induction on q so that 

(d) 
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Having defined Ti [or D i ] for i < q, where q > 0, it suffices to define 
Tq(Mj)(~) for i E Iq so that 

(e) OTq(Mj)(~) = Tq_l(Mj)(o~) 
and to define Dq(Mj)(~) for i E Iq so that 

(f) oDq(Mj)(~) = Tq(Mj)(~) - T&(Mj)(gj) - Dq_l(Mj)(o~) 

since Tq(X) [and Dq(X)] are then determined by equation (a) [or by (b)]. It will 
then be true that Tq(X) [and Dq(X)] are natural and will satisfy equation (c) 
[and (d)]. 

Given a natural transformation rp: Ho(G) ~ Ho(G'), the inductive definition 
of T proceeds as follows. For q = 0 we define To(Mj)(gj) for i E 10 to be any ele
ment of G&(Mj) such that {To(Mj)(~)} = rp(Mj){~}. We use equation (a) to 
define TO (X) for all X. Then, for g E Go(X), {TO(X)(g)} = rp(X){g}. In 
particular, for i E 11> To(Mj)(o~) is a boundary in G&(Mj). Hence we can define 
Tl(Mj)(~) E G1(Mj) so that OTl(Mj)(~) = To(Mj)(o~). We then use equation (a) 
to define Tl(X) for all X. Assuming Ti defined for i < q, where q > I, so that 
equation (c) is satisfied, we observe that the right-hand side of equation (e) is 
a cycle of G~_l(Mj). Because q > 1, Hq_1(G'(Mj)) = 0, and we define Tq(Mj)(~) 
to satisfy equation (e). We next define Tq(X) for all X to satisfy equation (a). 
This completes the definition of T. 

Given T, T': G ~ G' such that T and T' induce the same natural transfor
mation Ho(G) ~ Ho(G'), we define Do(Mj)(~) for i E 10 to be any element of 
G1(Mj) whose boundary equals To(Mj)(~) - T&(Mj)(~). Then Do(X) is defined 
for all X by equation (b). Assuming Di defined for i < q, where q > 0, so that 
equation (d) is satisfied, we observe that the right-hand side of equation (f) 
is a cycle of G~(Mj). Because q > 0, Hq(G'(Mj)) = 0, and this cycle is a 
boundary. We define Dq(Mj)(~) E Gq+1(Mj) to satisfy equation (f), use equa
tion (b) to define Dq(X) for all X, and complete the definition of D. • 

The last result provides another proof of theorem 5 for nonnegative com
plexes. In fact, if C is a free nonnegative chain complex, let e be the category 
consisting of one object X and one morphism Ix and let C be regarded as a 
covariant functor on e with model {X}. Then C is a free nonnegative functor, 
and if C is an acyclic chain complex, the functor C is acyclic in positive 
dimensions. In this case, because Ie and Oe are chain transformations of C 
inducing the same homomorphism of Ho( C) = 0, it follows from theorem 8 
that Ie ~ Oe, and C is contractible. 

There is a useful algebraic object (related to the mapping cylinder of 
Sec. 1.4) which we now describe. Let T: C ~ C' be a chain map. The mapping 
cone of T is the chain complex C = {Cq,aq} defined by Cq = Cq- 1 EEl Cq and 

Ciq(c,c') = (-Oq_l(C), T(C) + o~(c')) 
The following result is trivial to verify. 

c E Cq- 1, C' E C~ 

9 LEMMA C is a chain complex, and if C and C' are free chain complexes, 
so is C. • 
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The next theorem is the main reason for introducing mapping cones. 

10 THEOREM A chain map is a chain equivalence if and only if its map
ping cone is chain contractible. 

PROOF Assume that T: C ~ C' is a chain equivalence. There exist T': C' ~ C 
and D: C ~ C and D': C' ~ C' such that D: T'T ~ lc and D': TT' ~ Ie-. 
Define D: C ~ C by D(c,c') = (Cl,C2), where 

Cl = D(c) + T'D'T(C) - T'TD(c) + T'(C') 
Cz = D'TD(c) - D'D'T(C) - D'(c') 

A straightforward computation shows that D is a chain contraction of C. 
Conversely, assume that D is a chain contraction of C. Define T': C' ~ C 

and D: C ~ C and D': C' ~ C' by the equations 

(T'(C'), -D'(c')) = D(O,c') 
(D(c),o) = D(c,O) 

Direct verification shows T' to be a chain map and D: T' T ~ lc and D': TT' ~ 

lc', so T is a chain equivalence. -

Combining this with theorem 5 and lemma 9 yields the following result. 

II COROLLARY A chain map between free chain complexes is a chain 
equivalence if and only if its mapping cone is acyclic. -

3 THE 1I0MOLOGY OF SIMPLICIAL COMPLEXES 

This section begins with a discussion of augmented chain complexes and 
their reduced homology groups. Next we define the ordered chain complex of 
a simplicial complex and prove that it is chain equivalent to the oriented 
chain complex. We use this result to show that simplicial maps in the same 
contiguity class induce chain-homotopic chain maps. We also compute Ho(K) 
in terms of the components of K. At the end of the section the relative 
homolugy groups and the Euler characteristic of a simplicial pair are defined. 

In the category of nonempty simplicial complexes any simplicial complex 
P consisting of a single vertex is a terminal object. If K is a nonempty sim
pliciai compiex, the simpliCial map K -> P has a right inverse. Therefore the 
induced homology map H(K) ~ H(P) has a right inverse. Because Hq(P) = 0 
if q =1= 0 and Ho(P) ;::::: Z, it follows that there is an epimorphism Ho(K) ~ Z. 
Since Ho(K) = CO(K)/a l Cl(K), there is an epimorphism E: Co(K) ~ Z such 
that Ea l = O. Similarly, in the category of nonempty topological spaces X any 
one-point space is a terminal object. The same kind of considerations yield an 
epimorphism E: ~o(X) ~ Z such that Ea l = O. This motivates the following 
definition of augmentation. 

An augmentation (over Z) of a chain complex C is an epimorphism 
E: CO ~ Z such that EOl: Cl ~ Co ~ Z is trivial. An augmented chain complex 
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is a nonnegative chain complex C with augmentation. An augmentation e of 
a chain complex can be regarded as an epimorphic chain map of C to the 
chain complex (also denoted by Z) whose only nontrivial chain group is Z in 
degree O. For this chain complex Z, it is clear that Hq(Z) = 0 for q 0:/= 0 and 
that Ho(Z) = Z. Therefore e induces an epimorphism e*: Ho(C) ~ Z. Hence 
an augmented chain complex has a nontrivial homology group in degree O. 

The oriented chain complex C(K) of a nonempty simplicial complex K is 
augmented by the homomorphism e: Co(K) ~ Z defined by e([v]) = 1 for 
every vertex f) of K. The singular chain complex Ll(X) of a nonempty space X 
is augmented by the homomorphism e: Llo(X) ~ Z defined by e(a) = 1 for 
every singular O-simplex of X. 

A chain map T: C ~ C' between augmented chain complexes preserves 
augmentation if e' 0 T = e: Co ~ Z. Note that T preserves augmentation if 
and only if T* does-that is, if and only if e,;, 0 T* = e*: Ho(C) ~ Z. There is 
a category of augmented chain complexes and chain maps preserving 
augmentation. A chain homotopy in this category is any chain homotopy 
between chain maps in the category. 

We want to divide out the functorial nontrivial part of Ho(C) 
of an augmented chain complex C. The reduced chain complex C of 
an augmented chain complex C is defined to be the chain complex defined 
by Cq = Cq if q 0:/= 0, Co = ker e, and aq = aq [note that a1( ( 1) c Co 
because ea 1 = 0]. Thus C is the kernel of the chain map e: C ~ Z. If T: C ~ C' 
is a chain map preserving augmentation, T induces a chain map C ~ C' 
between their reduced chain complexes. The homology group H( C) is called 
the reduced homology group of C and is denoted by H(C). For a non empty 
simplicial complex K we define H(K) = H(C(K)), and for a nonempty topo
logical space X we define H(X) = H(Ll(X)). Because the chain complex of an 
empty simplicial complex or an empty topological space has no augmentation, 
the reduced groups are not defined in this case. For that reason some of the 
arguments, which otherwise involve the reduced groups, require a special 
remark in the case of empty complexes or spaces. 

Clearly, there is an inclusion chain map C C C. 

I LEMMA If C is an augmented chain complex, then 

qo:/=O 
q=O 

PROOF Because Z is a free group, Co:::::; Co E8 Z. Then Zq( C) = Zq( C) if 
q 0:/= 0, Zo( C) :::::; Zo( C) E8 Z, and Bq( C) = Bq( C) for all q. • 

It is clear that if T: C ~ C' is an augmentation-preserving chain map, the 
isomorphism of lemma 1 commutes with T *. It is also obvious that if C is a 
free augmented chain complex, C is a free chain complex. 

It follows from lemma 1 that if C is an augmented chain complex, 
Ho( C) 0:/= O. Hence an augmented chain complex is never acyclic. The most 
that can be hoped for is that E will be acyclic. 
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2 LEMMA If C is an augmented chain complex, C is chain contractible if 
and only if the augmentation e is a chain equivalence of C with the chain 
complex Z. 

PROOF Let C be the mapping cone of the chain map e: C ~ Z. Then 
Co = Z and Cq = Cq- 1 if q > 0, and a1 = e and aq = - Oq-1 for q> 1. 
By theorem 4.2.10, e is a chain equivalence if and only if C is chain 
contractible. 

We show that C is chain contractible if and only if C is chain contractible. 
If D: C ~ C is a chain contraction of C, define D: C ~ C by Dq_ 1 = 
- Dq I Cq- 1• Then D is a chain contraction of C. Conversely, if D is a chain 
contraction of C, define D: C ~ C so that Do: Z ~ Co is a right inverse of 
e: Co ~ Z, D1 : CO ~ C1 is 0 on Do(Z) and equal to - Do on Co, and for 
q > 1, Dq : Cq_ 1 ~ Cq is equal to - Dq_ 1• Then D is a chain contraction of C. • 

Let 2 be a category with models 01L A functor G' from C! to the category 
of augmented chain complexes (and chain maps preserving augmentation) is 
said to be acyclic if G'(M) is acyclic for M E ':)fL. For augmented chain com
plexes there is the following form of the acyclic-model theorem. 

3 THEOREM Let 2 be a category with models 0R and let G and G' be 
covariant functors from t' to the category of augmented chain complexes 
such that G is free and G' is acyclic. There exist natural chain maps preserving 
augmentation from G to G', and any two are naturally chain homotopic. 

PROOF Let {~ E Go(Mj)}jEJO be a basis for Go. By lemma 1, e': Ho(G'(Mj));::::: Z, 
and there is a unique Zj E Ho(G'(Mj)) such that e'(zj) = e(~). A natural trans
formation Ho(G) ~ Ho(G') is defined by sending p:niPo(fij)(~)} E Ho(G(X)) 
to L.nijG&(fij)Zj E Ho(G'(X)) for i E Jo and fij E hom (Mj,X) (where X is any 
object of 8), and this is the unique natural transformation Ho(G) ~ Ho(G') 
commuting with augmentation. The theorem now follows from theorem 
4.2.8. • 

With the hypotheses of theorem 3 there is a unique natural transforma
tion from H(G) to H(G') commuting with augmentation. It is the homomor
phism induced by any natural chain map preserving augmentation from G to G'. 

'" COROLLARY Let G and G' be free and acyclic covariant functors from 
a category C! with models LJR to the category of augmented chain complexes. 
Then G and G' are naturally chain equivalent; in fact, any natural chain 
map preserving augmentation from G to G' is a natural chain equivalence. 

PROOF Let '1': G ~ G' be a natural chain map preserving augmentation 
(which exists, by theorem 3). Also by theorem 3, there is a natural chain map 
'1": G' ~ G preserving augmentation and there are natural chain homotopies 
D: '1" 0 '1' c::=: 1a and D': '1' 0 '1" c::=: 1a,. • 

We are ultimately interested in comparing the chain complex C(K) of a 
simplicial complex K with the singular chain complex .l(IKI) of the space of K. 
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For this purpose we introduce a chain complex !::.(K) intermediate between 
them. Let K be a simplicial complex. An ordered q-simplex of K is a sequence 
Va, VI, . . . ,Vq of q + 1 vertices of K which belong to some simplex of K. 
We use (VO,Vb ... ,Vq) to denote the ordered q-simplex conSisting of the 
sequence Va, Vb ... ,Vq of vertices. For q < 0 there are no ordered q-sim-
plexes. An ordered O-simplex (v) is the same as the oriented O-simplex [v]. 
An ordered I-simplex (v,v') is the same as an edge of K. 

We define a free nonnegative chain complex, called the ordered chain 
complex of K, by !::.(K) = {!::.q(K),a q}, where !::.q(K) is the free abelian group 
generated by the ordered q-simplexes of K [and !::'q(K) = 0 if q < 0] and aq 
is defined by the equation 

Then !::.(K) is a chain complex, and if K is nonempty, !::.(K) is augmented by 
the augmentation e(v) = 1 for any vertex v of K. If cp: KI ~ K2 is a simplicial 
map, there is an augmentation-preserving chain map 

!::.(cp): !::.(KI) ~ !::.(K2) 

such that !::.(cp)(VO,VI' ... ,Vq) = (cp(vo), CP(VI), ... ,cp(vq)). Therefore we have 
the following theorem. 

:. THEOREM There is a covariant functor!::. from the category of nonempty 
simplicial complexes to the category of free augmented chain complexes 
which assigns to K the ordered chain complex !::.(K). • 

If L is a subcomplex of K and i: L C K, then !::.(i): !::.(L) ~ !::.(K) is 
a monomorphism by means of which we identify !::.(L) with a subcomplex of 
!::.(K). If <:3{K) is the category defined by the partially ordered set of subcom
plexes of K and 011(K) = {S I s E K}, then!::. is a free functor on <:3{K) with 
models 0ll(K). 

For any simplicial complex K there is a surjective chain map (preserving 
augmentation if K is nonempty) 

JL: !::.(K) ~ C(K) 

such that JL(vo,Vl. ... ,Vq) = [VO,VI ... ,Vq]. Then JL is a natural transfor
mation from!::' to C on the category of simplicial complexes. We shall show 
that it is a chain equivalence for every simplicial complex. The following 
theorem will be used to show that!::. and C are acyclic functors on <:3{K) with 
models 0ll(K). 

6 THEOREM Let K be a simplicial complex and let w be the simplicial 
complex consisting of a single vertex. Then 3.(K * w) and C(K * w) are chain 
contractible. 

PROOF Since the proofs are analogous, we give the details only in the ordered 
complex. According to lemma 2, it suffices to prove that e: !::.(K * w) ~ Z is a 
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chain equivalence. Define a homomorphism 7: Z -) 6.o(K * w) by 7(1) = (w) 
and regard it as a chain map 7: Z -) 6.(K * w). Then e 0 7 = l z. To show that 
It.(K*w) ~ 7 0 e, define a chain homotopy D: It.{K*w) ~ 7 0 e by the equation 

D(vo,vI, ... ,Vq) = (W,VO,Vl, ... ,Vq) -

Because a q-simplex is the join of a (q - I)-face with the opposite vertex, 
we have the next result. 

7 COROLLARY For any simplex s E K, Li(8) and C(8) are acyclic. -

8 THEOREM For any simplicial complex K the natural chain map 
J.L: 6.(K) -) C(K) is a chain equivalence. 

PROOF If K is empty, 6.(K) = C(K) and J.L is the identity, so the result is true in 
this case. If K is nonempty, it follows from corollary 7 that 6. and C are free 
acyclic functors on f2{K) with models 'VR.(K) = {8 Is E K}. By corollary 4, J.L is 
a natural chain equivalence of 6. with Con f2{K). In particular, J.L: 6.(K) -) C(K) 
is a chain equivalence. -

The next result is that the functors 6. and C convert contiguity of sim
plicial maps into chain homotopy of chain maps. This result could also be 
proved by the method of acyclic models. 

9 THEOREM Let <p, <p': Kl -) K2 be in the same contiguity class. Then 
6.(<p), 6.(<p'): 6.(Kl) -) 6.(K2) are chain homotopic, and in similar fashion 
C(<p), C(<p'): C(Kl) -) C(K2) are chain homotopic. 

PROOF Because chain homotopy is an equivalence relation, it suffices to prove 
the theorem for the case that <p and <p' are contiguous. An explicit chain 
homotopy D: 6.(<p) ~ 6.(<p') is defined by the formula 

D(vo,vl. ... ,Vq) = ~ (-I)i(<p'(vo), ... ,<P'(Vi), <P(Vi), ... ,<p(vq)) 
O:o;t:o;q 

That C(<p) and C(<p') are chain homotopic follows from the fact that 6.(<p) and 
6.( <p') are chain homotopic and from theorem 8. -

10 THEOREM The homology groups of a complex are the direct sums of the 
homology groups of its components. 

PROOF If {Kj} are the components of K, then EBC(Kj) = C(K). The result 
follows from theorem 4.1.6. -

If {K,,} is the collection of finite subcomplexes of K directed by inclu
sion, then C(K) ::::: lim~ {C(K,,)}. From theorem 4.1.7 we have the next result. 

1 1 THEOREM The homology groups of a simplicial complex are isomorphic 
to the direct limit of the homology groups of its finite subcomplexes. -

We are now ready to compute Ho(K). 

12 LEMMA If K is a nonempty connected simplicial complex, then Ho(K) = o. 
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PROOF Let Vo be a fixed vertex of K. For any vertex v of K there is an edge 
path ele2 ... er of K with origin at Vo and end at v. Then el + e2 + . .. + er 

is a I-chain Cv E Ll1(K) such that oCv = v - Vo. Since E(~nvv) = ~nv, we see 
that if ~nvv is any O-chain of lo(K), then ~nv = 0 and 

o(~nvcv) = ~nvv - ~nvvo = ~nvv 

Therefore Ho(Ll(K)) = 0, and by theorem 8, Ho(K) = O. • 

13 COROLLARY For any simplicial complex K, Ho(K) is a free group whose 
rank equals the number of nonempty components of K. 

PROOF If K is empty, Ho(K) = 0, and the result is valid in this case. If K is 
nonempty and connected, it follows from lemmas 12 and 1 that Ho(K) ~ Z. 
The general result then follows from theorem 10. • 

If L is a subcomplex of K, there is a relative oriented homology group 
H(K,L) = {Hq(K,L) = Hq(C(K)/C(L))} of K modulo L. If L is empty, 
H(K, 0) = H(K) is called the absolute oriented homology group of K. Sim
ilarly, there is a relative ordered homology group H(Ll(K)/Ll(L)) of K modulo 
L that generalizes the absolute ordered homology group H(Ll(K),Ll( 0 )). The 
relative homology groups H(K,L) and H(Ll(K),Ll(L)) are covariant functors 
from the category of simplicial pairs to the category of graded groups. 

If Hq(K,L) is finitely generated (which will necessarily be true if K - L 
contains only finitely many simplexes), it follows from the structure theorem 
(theorem 4.14 in the Introduction) that Hq(K,L) is the direct sum of a free 
group and a finite number of finite cyclic groups Znl EEl Zn2 ® ... EEl Znk , 

where ni divides ni+l for i = 1, ... , k - 1. The rank p(Hq(K,L)) is called 
the qth Betti number of (K,L), and the numbers nl, n2, ... , nk are called 
the qth torsion coefficients of (K,L). The qth Betti number and the qth 
torsion coefficients characterize Hq(K,L) up to isomorphism. 

A graded group C is said to be finitely generated if Cq is finitely gener
ated for all q and Cq = 0 except for a finite set of integers q. It is obvious that 
if C is a finitely generated chain complex, H(C) is a finitely generated graded 
group. Given a finitely generated graded group C, its Euler characteristic 
(also called the Euler-Poincare characteristic), denoted by X(C), is defined by 

X(C) = ~(-I)qp(Cq) 
14 THEOREM Let C be a finitely generated chain complex. Then 

x(C) = x(H(C)) 

PROOF By definition, Zq(C) C Cq and the quotient group Cq/Zq(C) ~ Bq-1(C). 
By theorem 4.12 in the Introduction, 

p(Cq) = p(Zq(C)) + p(Bq-1(C)) 

Similarly, Hq(C) = Zq(C)/Bq(C), and again by theorem 4.12 of the Introduction, 

p(Zq(C)) = p(Hq(C)) + p(Bq(C)) 



SEC. 4 SINGULAR HOMOLOGY 173 

Eliminating p(Zq(C)), we have 

p(Cq) = p(Hq(C)) + p(Bq(C)) + p(Bq-l(C)) 

Multiplying this equation by ( -1)q and summing the resulting equations over 
q yields the result. • 

If H(K,L) is finitely generated, its Euler characteristic, called the Euler 
characteristic of (K,L), is denoted by X(K,L). 

15 COROLLARY If K - L is finite and if lXq equals the number of q-simplexes 
of K - L, then 

X(K,L) = ~(-1)qlXq 
PROOF If K - L is finite, Cq(K)/Cq(L) is a free group of rank lXq. The result 
follows from theorem 14. • 

4 SINGULAR HOMOLOGV 

In this section we define a natural transformation from the ordered chain 
complex to the singular chain complex of its space. This will be shown 
in Sec. 4.6 to be a chain equivalence for every simplicial complex K. We also 
give a proof, based on acyclic models, that homotopic continuous maps in
duce chain-homotopic chain maps on the singular chain complexes. There is 
then a computation of Ho(X) in terms of the path components of X. The final 
result is that the subcomplex of the singular chain complex generated by 
"small" singular simplexes is chain equivalent to the whole singular chain 
complex. l 

Let K be a simplicial complex. Given an ordered q-simplex (VO,Vl, ..• ,vq ) 

of K, there is a singular q-simplex in IKI which is the linear map 6.q ~ IKI 
sending Pi to Vi for 0 ::::: i ::::: q. This imbeds 6.(K) in 6.(IKI), and we define an 
augmentation-preserving chain map 

p; 6.(K) ~ 6.(IKI) 

to send (VO,Vl, ••• ,vq ) to the linear singular simplex defined above. Then p 

is a natural chain map from the covariant functor 6.(.) to the covariant 
functor 6.(1 • I) on the category of simplicial complexes. It will be shown in 
Sec. 4.6 that p is a natural chain equivalence. We prove now that it is a chain 
equivalence for the complex s of an arbitrary simplex s. 

1 LEMMA Let X be a star-shaped subset of some euclidean space. Then 
the reduced singular complex of X is chain contractible. 

1 Our treatment is similar to that in S. Eilenberg, Singular homology theory, Annals of Mathe
matics, vol. 45, pp. 407-447 (1944). 
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PROOF Without loss of generality, X may be assumed to be star-shaped from 
the origin. We define a homomorphism 7: Z ~ ilo(X) with 7(1) equal to the 
singular simplex ilo ~ X which is the constant map to 0. Then EO 7 = Iz . We 
define a chain homotopy D: il(X) ~ il(X) from It.(X) to 7 0 E. If a: ilq ~ X is a 
singular q-simplex in X, let D(a): M+I ~ X be the singular (q + I)-simplex in 
X defined by the equation 

D(a)(tpo + (I - t)a) = (I - t)a(a) 

for a E IpI, ... ,pq+11 and t E 1. If q > 0, then (D(a))(O) = a, and for ° ~ i ~ q, (D(a))(HI) = D(a(i»). If q = 0, then (D(a))(O) = a and (D(a))(I) = 7(1). 
Therefore 

aD + Da = It.(X) - 7 0 E 

and D: It.(X) ~ 'i 0 E. By lemma 4.3.2, Li(X) is chain contractible. -

2 COROLLARY For any simplex s the chain map v induces an isomorphism 
of the ordered homology group of s with the singular homology group of lsi. 

PROOF Because v preserves augmentation, v induces a homomorphism p* 
from H(il(s)) to H(lsl), and under the isomorphism of lemma 4.3.1, v* = 
v* EB Iz. By corollary 4.3.7, H(il(s)) = 0. By lemma I and corollary 4.2.3, 
ii(lsj) = 0. Therefore v* is an isomorphism. -

We use lemma I to prove that if fo, it: X ~ Y are homotopic, then 
il(fo) , il(!t): il(X) ~ il(Y) are chain homotopic. We prove this first for the 
maps ho, hI: X ~ X X I, where ho(x) = (x,O) and hl(x) = (x,I). 

3 THEOREM The maps ho, hI: X ~ X X I induce naturally chain-homotopic 
chain maps 

il(ho) ~ il(hl): il(X) ~ il(X X 1) 

PROOF Let il'(X) = il(X X I). Then il and il' are covariant functors from 
the category of topological spaces to the category of augmented chain com
plexes and il(ho) and il(hl ) are natural chain maps preserving augmentation 
from il to il'. Since il is free with models {M} and 

~'(ilq) = Li(ilq X 1) 

is acyclic, by lemma I, it follows from theorem 4.3.3 that il(ho) and il(hl) are 
naturally chain homotopic. -

This special case implies the general result. 

4 COROLLARY If fo,!t: X ~ Yare homotopic, then 

il(fo) ~ il(fl): il(X) ~ il(Y) 

PROOF Let F: X X I ~ Y be a homotopy from fo to!t. Then fo = Fho and 
!t = Fh l . Therefore, using theorem 3, 
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Since f:1q is path connected for every q, any singular simplex a: /1q ---'? X 
maps f:1q to some path component of X. Hence, if {Xj} is the set of path com
ponents of X, then /1(X) = ffi/1(Xj). By theorem 4.1.6, we have the following 
theorem. 

it THEOREM The singular homology group of a space is the direct sum of 
the singular homology groups of its path components. -

Because /1q is compact, every singular simplex a: /1q ---'? X maps /1q into 
some compact subset of X. Hence, if {X,,} is the collection of compact sub
sets of X directed by inclusion, then /1(X) = lim~/1(X,,). By theorem 4.1.7, we 
have our next result. 

6 THEOREM The singular homology group of a space is isomorphic to the 
direct limit of the singular homology groups of its compact subsets. -

We now compute the O-dimensional homology group of a space. 

7 LEMMA If X is a nonempty path-connected topological space, then 
Ho(X) = O. 

PROOF Let xo be a fixed point of X. For any point x E X there is a path Wx 
from Xo to x. Because /11 is homeomorphic to I, WX corresponds to a singular 
I-simplex ox: /11 ---'? X such that ax(O) = x and ap) = Xo. A singular O-simplex 
in X is identified with a point of X. Therefore a O-chain (that is, a O-cycle) of 
X is a sum ~nxx, where nx = 0 except for a finite set of x's. Since e(~nxx) = 
~nx, we see that if e(~nxx) = 0 [that is, if ~nxx E Eo(X)], then 

a(~nxax) = ~nxx - (~nx)xo = ~nxx 
Therefore Ho(X) = o. -
8 COROLLARY For any topological space X, Ho(X) is a free group whose 
rank equals the number of nonempty components of X. 

PROOF If X is empty, Ho(X) = 0, and the result is valid in this case. If X is 
nonempty and path connected, it follows from lemmas 7 and 4.3.1 that 
Ho(X) ;::::; Z. The general result now follows from theorem 5. -

If A is a subspace of X, there is a relative singular homology group 
H(X,A) = {Hq(X,A) = Hq(/1(X)j /1(A))} of X modulo A. H(X, 0) = H(X) is 
called the absolute singular homology group of x. The relative homology 
group is a covariant functor from the category of topological pairs to the 
category of graded groups. We show that this functor can be regarded as de
fined on the homotopy category of pairs. 

9 THEOREM If fo, fl: (X,A) ---'? (Y,B) are homotopic, then 

fo* = h*: H(X,A) ---'? H(Y,B) 

PROOF Let F: (X X I, A X I) ---'? (Y,B) be a homotopy from fo to h Then 
fo = Fho and h = Fhl. where ho, hI: (X,A) ---'? (X X I, A X I) are defined by 
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ho(x) = (x,O) and k1(X) = (x,l). By theorem 3, there is a natural chain ~omo
topy D: !l(ho) ~ !l(h1)' where ho, h1: X ~ X X I are maps defined by ho and 
h1. Because D is natural, D(!l(A)) C !l(A X 1). For i = 0 or 1 there is a com
mutative diagram 

!l(A) C !l(X) ~ !l(X)/ !l(A) 

~(h')l 

!l(A X I) C !l(X X 1) ~ !l(X X 1)/ !l(A X 1) 

and a chain homotopy V: !l(ko) ~ !l(h1) is obtained by passing to the quo
tient with D. By theorem 4.2.2, 

ko* = h1*: H(X,A) ~ H(X X I, A X 1) 

Then 

fo* = F*ho* = F*k1* = f1* • 

If Hq(X,A) is finitely generated, its rank is called the qth Betti number of 
(X,A) and the orders of its finite cyclic summands given by the structure 
theorem are called the qth torsion coefficients of (X,A). If H(X,A) is finitely 
generated, its Euler characteristic is called the Euler characteristic of (X,A), 
denoted by X(X,A). 

The remainder of this section is directed toward a proof that the sub
complex of the singular chain complex generated by small singular simplexes 
is chain equivalent to the singular chain complex. We begin by defining 
a subdivision chain map in singular theory. A singular simplex a: flq ~ !In is 
said to be linear if a(L.tiPi) = L.tia(Pi) for ti E I with L.ti = 1. If a is linear, 
so is a<i) for 0 ~ i ~ q. Therefore the set of linear simplexes in !In generates 
a subcomplex !l'(!ln) C !l(!ln). 

A linear simplex a in !In is completely determined by the points a(Pi). If 
Xo, Xl, ... ,Xq E !In, we write (XO'X1' ... ,Xq) to denote the linear simplex 
a: !lq ~ !In such that a(Pi) = Xi. With this notation, it is clear that 

o(xo, ... ,Xq) = L.( -l)i(xo, ... ,Xi. ... ,Xq) 

Furthermore, the identity map ~n: !In C !In is the linear simplex ~n = 
(PO,Pb . . . ,Pn)' 

Let bn be the barycenter of !In (that is, bn = L.(l/(n + l))pi. For q ;:::: 0 
a homomorphism 

is defined by the formula 

f3n(XO, . . . ,Xq) = (bn,xo, . . . ,Xq) 

Let '7': Z ~ !lo(!ln) be defined by '7'(1) = (bn). Direct computation shows that 

10 
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For every topological space X we define an augmentation-preserving 
chain map 

sd: ~(X) ~ ~(X) 

and a chain homotopy 

D: ~(X) ~ ~(X) 

from sd to ll>(xJ, both of which are functorial in X. That is, if f: X ~ Y, there 
are commutative squares 

~(X) ~ ~(X) 

!l(f) t t Ll(f) 

~(Y) ~ ~(Y) 

~(X) ~ ~(X) 

!l(nt t !l(f) 
~(Y) ~ ~(Y) 

Both sd and D are defined on q-chains by induction on q. If c is a O-chain, we 
define sd(c) = c and D(c) = O. Assume sd and D defined on q-chains for 
o ~ q < n, where n 2': 1. We define sd and D on the universal singular 
n-simplex ~n: ~n C ~n by the formulas 

sd(~n) = f3n(sd a(~n)) 
D(~n) = f3n(sd (~n) - ~n - Da(~n)) 

For any singular n-simplex a: ~n ~ X we define 

sd(a) = ~(a)(sd(~n)) 
D(a) = ~(a)(D(~n)) 

Then sd and D have all the requisite properties. 
If X is a metric space and c = ~naa is a singular q-chain of X, we define 

mesh c = sup {diam a( M) I na =1= O} 

II LEMMA Let ~n have a linear metric and let c be a linear q-chain of ~n. 
Then 

mesh (sd c) < -q- mesh c 
- q + 1 

PROOF The proof is based on induction on q, using the inductive definition 
of sd. It suffices to show that if a = (XO,Xl, .•• ,Xq) is a linear q-simplex of ~n, 
then mesh (sd (1) ~ (q/(q + 1)) mesh a. If b = ~ (l/(q + l))xi, a computation 
similar to that of lemma 3.3.12 shows that the distance from b to any convex 
combination of the points Xo, Xl, ... , Xq is less than or at most equal to 
(q/(q + 1)) mesh (xo, ... ,xq). Therefore 

mesh (sd a) ~ sup C ! 1 mesh a, mesh (sd aa)) 

By induction 
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mesh (sd oa) :s; q ; 1 mesh oa 

< -q-mesha 
-q+1 

which yields the result. -

We next define augmentation-preserving chain maps 

for m 2:: 0 by induction 

sdo = 1a(X) and sdm = sd(sdm- 1) 

Then, from lemma 11, we obtain the following result. 
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12 COROLLARY Let iln have a linear metric and let c E il~(iln). Then 

mesh (sdm c) :s; [q/(q + l)]m mesh c -

Let G(1 = {A} be a collection of subsets of a topological space X and let 
il(.:i)l) be the subcomplex of il(X) generated by singular q-simplexes a: ilq ~ X 
such that a(ilq) C A for some A E G(1 [if a(ilq) C A, then a(i)(M-l) C A, and 
so il(Gll) is a subcomplex of il(X)]. Because sd and D are natural, sd(il('1l)) C il(c~L) 

and D(il(G(1)) C il(G(1). 

13 LEMMA Let '11 = {A} be such that X = U {int A I A E'1l}. For any 
singular q-simplex a of X there is m 2:: 0 such that sdm a E il('1l). 

PROOF Because X = U{int A I A E '1L}, M = U{a-1(int A) I A E '1l}. Let 
ilq be metrized by a linear metric and let A. > 0 be a Lebesgue number for 
the open covering {a-1(int A) I A E '1L} of M relative to this metric. Choose 
m 2:: 0 so that [q/(q + l)]m diam M :s; A.. By corollary 12, mesh (sdm ~q) :s; A.. 
Therefore every singular simplex of sdm ~q maps into a-1(int A) for some 
A E .:i)l. Then sdm a = il(a) sdm ~q is a chain in il(.:i)l). -

We are now ready to prove the chain equivalence mentioned earlier. 

14 THEOREM Let '1L = {A} be such that X = U {int A I A E '1l}. Then the 
inclusion map il('1L) C il(X) is a chain equivalence. 

PROOF For each singular simplex a in X let m(a) be the smallest nonnegative 
integer such that sdm(a)a E il(G(1). Such an integer m(a) exists by lemma 13, and 
it is clear that m(a) = 0 if and only if a E il("Il). Furthermore, m(a(i») :s; m(a) 
for 0 :s; i :s; deg a. 

Define D: il(X) ~ il(X) by D(a) = LO,oh;m(a)-l D sdi(a). Then D(a) = 0 
if and only if a E il('1l). Also 

oD(a) = Lsdi+1(a) - Lsdi(a) - LDsdi(oa) 
= sdm(a)(a) - a -Lo<j<m(a)-l Li (-l)iD sdi(a(i») 

tJo( a) = Li ( -l)i LO,oj,om(a(;~)~lD sdj( ali)) 
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Therefore 

a + afJ( a) + lJa( a) = Li ( -l)i Lm(a(i)l$j~ m(a)-lD scfj(a(i») + sdm(a)( a) 

is in il(Gil). Define r: il(X) ~ il(Gil) by r(a) = a + afJ(a) + fJa(a). Then r is a 
chain map preserving augmentation. Clearly, if i: il(Gil) C il(X), then 
r 0 i = 1,,("11) and fJ: i 0 r ~ 1 ,,(X). Therefore [r) = [i)-I, and i is a chain 

equivalence. • 

5 EXACTNESS 

In this section we consider the relations among the homology groups of C', C, 
and C/G', where C' is a subcomplex of C. A concise way of summarizing 
these relations is by means of the concept of exact sequence. The basic result 
is the existence of an exact sequence connecting the homology of G', C, and 
C/G'. 

A three-term sequence of abelian groups and homomorphisms 

G' ~ G ~ Gil 

is said to be exact at G if ker f3 = im 0'. A sequence of abelian groups and 
homomorphisms indexed by integers (which mayor may not terminate at 
either or both ends) 

is said to be an exact sequence if every three-term subsequence of consecu
tive groups is exact at its middle group. Note that an exact sequence termin
ating at one end with a trivial group can be extended indefinitely on that end 
to an exact sequence by adjoining trivial groups and homomorphisms. 

A short exact sequence of abelian groups, written 

o ~ G' ~ G ~ Gil ~ 0 

is a five-term exact sequence whose end groups are trivial. In such a short 
exact sequence 0' is a monomorphism and f3 is an epimorphism whose kernel 
is 0'( G'). Therefore 0' is an isomorphism of G' with the subgroup 0'( G') C G, 
and f3 induces an isomorphism from the quotient group G/O'(G') to Gil. The 
group G is called an extension of G' by Gil. 

Given an exact sequence 

... ~ Gn+1 ~ Gn ~ Gn - 1 ~ ... 

let G~ = ker an = im O'n+l. Then the given sequence gives rise to short exact 
sequences 

for every Gn not on one or the other end of the original sequence, and the 
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composite Gn ~ G~-l ~ Gn- 1 equals an· 
A homomorphism y from one sequence {Gn --.:'~ Gn - 1 } to another 

{Hn ~ Hn-d with the same set of indices (that is, of the same length) is a 
sequence {Yn: G n ~ Hn} of homomorphisms such that the following diagram 
is commutative: 

Gn+1 
lXn+l 

Gn 
an 

Gn- 1 ~ ------C> -----') ~ ... 

Yn+l1 y" 1 1 Yn-l 

Hn+l 
f3n+l 

Hn 13" Hn- 1 ~ ------C> ~ ~ ... 

There is a category of exact sequences with the same set of indices. In par
ticular, there is a category of short exact sequences, and also a category of 
exact sequences (indexed by all the integers). 

Note that a sequence of abelian groups and homomorphisms 

is a chain complex if and only if im an+1 C ker an for all n. This is half of the 
condition of exactness at Cn. For a chain complex C, the group Hn(C) = 
ker an/im an+1 is a measure of the nonexactness of the sequence at Cn. Thus 
a chain complex is an exact sequence if and only if its graded homology 
group is trivial. In any case, the fact that the homology group measures the 
nonexactness of the chain complex suggests that there should be some rela
tion between homology and exactness, and this is indeed so. 

A short exact sequence of chain complexes, written 

O~C'~C~C"~O 

is a five-term sequence of chain complexes and chain maps such that for all q 
there is a short exact sequence of abelian groups 

O C' aq C f3Q C" 0 
~ q---+ q~ q~ 

A homomorphism from one short exact sequence of chain complexes to an
other consists of a commutative diagram of chain maps 

O~C'~C~C"~O 

There is a category of short exact sequences of chain complexes and homo
morphisms. 

I EXAMPLE Let C' be a subcomplex of a chain complex C and let 
i: C' C C and ;: C ~ C/C' be the inclusion and projection chain maps, 
respectively. There is a short exact sequence of chain complexes 

o ~ C' ~ C ~ C/C' ~ 0 
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Given a subcomplex C' C C and a chain map T: C -!> C such that T(C') C C, 
there is a homomorphism 

0 -!> C'~ C~ C/C' -!>O 

T'l T1 1T" 
0 C' I - j 

C/C' -!>O -!> -!> c-!> 

where T' = TIC' and T" is induced from T by passing to the quotient. 

2 EXAMPLE If C is an augmented chain complex, there is a short exact 
sequence of chain complexes 

O-!>C-!>C~Z-!>O 

There is a covariant functor C from the category of simplicial pairs to 
the category of short exact sequences of chain complexes which assigns to 
(K,L) the short exact sequence 

o -!> C(L) -!> C(K) -!> C(K)/C(L) -!> 0 

Similarly, there is a covariant functor ~ from the category of topological pairs 
to the category of short exact sequences of chain complexes which assigns to 
(X,A) the short exact sequence 

o -!> ~(A) -!> ~(X) -!> ~(X)/~(A) -!> 0 

There is also a covariant functor ~ from the category of simplicial pairs to the 
category of short exact sequences of chain complexes which assigns to (K,L) 
the short exact sequence 

o -!> ~(L) -!> ~(K) -!> ~(K)/ ~(L) -!> 0 

Then fl is a natural transformation from ~ to C and II is a natural transforma
tion from ~ to ~(I . I) (both natural transformations in the category of short 
exact sequences of chain complexes). 

We define covariant functors H', H, and H" from the category of short 
exact sequences of chain complexes 

o -!> C' ~ C !!..o, C" -!> 0 

to the category of graded groups such that H', H, and H" map the above 
sequence into H(C'), H(C), and H(C"), respectively. 

3 LEMMA On the category of short exact sequences of chain complexes 

o -!> C' ~ C !!.." C" -!> 0 

there is a natural transformation 0*: H" -!> H' such that if {z"} E H(C"), 
then 0* {z"} = {ad o,8-1z"} E H(C'). 
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PROOF There is a commutative diagram 

o ---? C~+l ~ Cq+1 ~ C~+l ---? 0 
d at tao 

o ---? C~ ~ Cq L C~ ---? 0 
a't at tao 
C' <xc PC" 0 o ---? q-l ---? q-l ---? q-l---? 

in which each row is a short exact sequence of groups. If z" is a q-cycle of C", 
let c E Cq be such that f3(c) = z". Then 

f3(ac) = a"f3(c) = a"z" = 0 

Therefore there is a unique c' E C~-l such that a(c') = ac. Then 

a(a'c') = aa(c') = aac = 0 

Because a is a monomorphism, a'c' = O. Hence c' is a (q - I)-cycle of C'. 
We show that the homology class of c' in C' depends only on the homol

ogy class of z" in C", which will prove that there is a well-defined homomor
phism a* {z"} = {c'}. Let Cl E Cq be such that f3(Cl) - z". Then there is 
d" E C~+l such that f3(Cl) = f3(c) + a"d". Choose dE Cq+l such that 
f3( d) = d". Then 

f3(Cl) = f3(c) + a"f3(d) = f3(c + ad) 

Therefore there is a d' E q such that Cl = c + ad + a(d'), and 

aCl = ac + aa(d') = a(c') + a(a'd') = a(c' + a'd') 

Hence a-l(aCl) = c' + a'd' - c' and {a-l(aCl)} = {a- 1(ac)}, showing that 
a* is well-defined. 

To prove that a* is a natural transformation, assume given a commuta
tive diagram of chain maps 

o ---? C' ~ C ~ C" ---? 0 

where the horizontal rows are short exact sequences. Then 

T~a*{Z"} = T~{a-laf3-lz"} = {T'a- l af3- lz"} 
= {a- lTaf3- lz"} = {a-lap-lT"Z"} = (3* T* {z"} • 

The natural transformation a* is called the connecting homomorphism 
for homology because of its importance in the following exactness theorem. 

4 THEOREM There is a covariant functor from the category of short exact 
sequences of chain complexes to the category of exact sequences of groups 
which assigns to a short exact sequence 
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o -7 C' ~ G !!. G" -7 0 

the sequence 

~ Hq(C') ~ Hq(C) ~ HiG") ~ Hq_1(C') ~ ... 

PROOF The sequence of homology groups is functorial on short exact 
sequences because 0* is a natural transformation. It only remains to verify 
that it is an exact sequence. This entails a proof of exactness at Hq(C'), Hq(C), 
and Hq( G"), each exactness requiring two inclusion relations. Therefore the 
proof of exactness has six parts. We shall prove exactness at Hq(G") and leave 
the other parts of the proof to the reader. 

(a) im 13* C ker 0*. Let {z} E Hq(C). Then 

0* 13* {z} = 0* {f3(z)} = {a-1of3-1f3(z)} = {a-1oz} = {a-1(O)} = 0 

(b) ker 0* C im 13*. Let {z"} E ker 0*. Then there is c E Gq such that 
f3(c) = Z" and (ldO(C) = o'(d') for some d' E G~. The difference c - a(d') E Gq 
is such that 

o(c - a(d')) = OC - a(o'd') = 0 

Hence {c - a(d')} E Hq(C) and 

f3*{c - a(d')} = {f3(c) - f3a(d')} = {Z"} • 

Combining theorem 4 with example 2, we again obtain lemma 4.3.1. As 
an example of the utility of exactness, note that the following corollary 
is immediate from theorem 4. 

5 COROLLARY Given a short exact sequence of chain complexes 

0-7C'~G~G"-70 

(a) C' is acyclic if and only if 13*: H(C) ;::::; H(G"). 
(b) G is acyclic if and only if 0*: H(G") ;::::; H(C'). 
(c) Gil is acyclic if and only if a*: H(C') ;::::; H(C). • 

In (b) above it should be noted that 0* has degree -1. It follows from 
corollary 5 that if two of the chain complexes C', G, and Gil are acyclic, so is 
the third. 

6 COROLLARY Given an exact sequence of abelian groups 

and a subsequence 

(that is, G~ C Gn and a~ = an I G~), the subsequence is exact if and only if 
the quotient sequence 

... -7 Gn/G~ -7 Gn-dG~-l -7 ... 

is exact. 
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PROOF Let C be the chain complex consisting of the original exact sequence 
and let C' be the subcomplex consisting of the subsequence. Then the quo
tient chain complex C/G' is the quotient sequence. Because C is an exact se
quence, C is acyclic, and 0*: Hq(C/G'):::::: Hq_1(G'). Therefore G' is exact 
[that is, H(C') = 0] if and only if C/C' is exact [that is, H(C/G') = 0]. • 

7 THEOREM The direct limit of exact sequences is exact. 

PROOF Each exact sequence is an acyclic chain complex. The direct limit is 
also a chain complex, and it is acyclic, by theorem 4.1.7. Therefore the limit 
sequence is exact. • 

This result is false if direct limit is replaced by inverse limit, because the 
homology functor fails to commute with inverse limits. 

Let K be a simplicial complex and let Ll C L2 C K. By the Noether iso
morphism theorem, there is a short exact sequence of chain complexes 

o -? C(L2)/C(L1) ~ C(K)/C(Ll) ~ C(K)/C(L2) -? 0 

By theorem 4, there is an exact sequence 

... ~ Hq(L2,L1) ~ Hq(K,L1) ~ Hq(K,L2) ~ Hq _ 1(L2,L1) ~ 

where i* is induced by i: (L2,L1) C (K,L1),;* is induced by;: (K,L1) C (K,L2), 
and 0* is the connecting homomorphism. This sequence is called the homology 
sequence of the triple (K,L2,L1). It is functorial on triples. If Ll = 0, the re
sulting exact sequence 

.. , ~ Hq(L2) ~ Hq(K) ~ Hq(K,L2) ~ Hq- 1(L2) ~ ... 

is called the homology sequence of the pair (K,L2 ). It is functorial on pairs. 
Because there is an inclusion map of the triple (K,L2 , 0) into the triple 

(K,L2,Ll)' the next result follows. 

8 LEMMA The connecting homomorphism 0*: Hq(K,L2 ) -? Hq_ 1(L2,L1) of 
the triple (K,L2,L1) is the composite 

Hq(K,L2) ~ Hq_1(L2) ~ Hq- 1(L2,L1) 

of the connecting homomorphism of the pair (K,L2) followed by the homo-
morphism induced by k: (L2 , 0) C (L2,L1). • 

If L is a nonempty subcomplex of a simplicial complex, C(L) C C(K), 
and by the Noether isomorphism theorem, C(K)/C(L) :::::: C(K)/C(L). There
fore there is a short exact sequence of chain complexes 

o -? C(L) ~ C(K) ~ C(K)/C(L) -? 0 

The corresponding exact sequence 

. .. ~ Hq(L) ~ Hq(K) ~ Hq(K,L) ~ Hq_1(L) ~ 

is called the reduced homology sequence of the pair (K,L). It is not defined 
if L = 0, because C(L) has no augmentation in this case. 
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In the same way, there is a singular homology sequence of a triple 
(X,A,B) and of a pair (X,A). If A is nonempty, there is also a reduced homology 
sequence of (X,A). All these sequences are exact, and the analogue of lemma 8 
is valid relating the connecting homomorphism of a triple to the connecting 
homomorphism of a pair. 

9 LEMMA Let s be an n-simplex. Then 

{o q =1= n 
Hq(s,s)::::::; Z 

q=n 

PROOF Cq(.s) = Cq(s) if q =1= n. Therefore [C(s)/C(s)]q = ° if q =1= n, and 
[C(s)/C(s)]n::::::; Z. • 

Because H(s) = 0, by corollary 4.3.7, it follows from the exactness of the 
reduced homology sequence of (s,s) that 0*: Hq(s,s) ::::::; Hq_l(s) for all q. 
Therefore we have the next result. 

10 COROLLARY If s is an n-simplex, then 

q=l=n-l 
q=n-l • 

We conclude by proving the following five lemma (so named because of 
the five-term exact sequences involved in its formulation). 

I I LEMMA Given a commutative diagram of abelian groups and homomor
phisms 

G5 "'.' G "'4 G "'3 G "" 
~ 4~ 3~ 2~ GI 

Y5I y'l Y3I y'l 1 Yl 

H5 
(3, H (3, H (33 H (3, 

HI ~ 4 ~ 3 ~ 2 ~ 

in which each row is exact and YI, Y2, Y4, and Y5 are isomorphisms, then Y3 
is an isomorphism. 

PROOF The proof is straightforward. To show that Y3 is a monomorphism, 
assume Y3(g3) = 0. Then Y2£X3(g3) = f33Y3(g3) = 0. Therefore £X3(g3) = 0. 
Hence there is g4 E G4 such that £X4(g4) = g3. Then !34Y4(g4) = 0, and there 
is h5 E H5 such that !35(h5) = Y4(g4). There is g5 E G5 with Y5(g5) = h5. Then 
Y4(£X5(g5)) = Y4(g4), and so g4 = £X5(g5). Then g3 = £X4£X5(g5) = 0. 

To show that Y3 is an epimorphism let h3 E H3. There is g2 E G2 such 
that Y2(g2) = !33(h3)' Then YI£X2(g2) = !32!33(h3) = 0. Therefore £X2(g2) = 0, 
and there is g3 E G3 such that £X3(g3) = g2. Then !33(h3 - Y3(g3)) = 0, and 
there is h4 E H4 such that !34(h4) = h3 - Y3(g3). Let g4 E G4 be such that 
Y4(g4) = h4. Then g3 + £X4(g4) E G3 and Y3(g3 + £X4(g4)) = Y3(g3) + f34(h4) = 

h3· • 

Note that to prove Y3 a monomorphism we merely needed Y2 and Y4 to 
be monomorphisms and Y5 to be an epimorphism, and to prove Y3 an epimor
phism we merely needed Y2 and Y4 to be epimorphisms and YI to be a 
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monomorphism. This type of proof is called diagram chasing and will be 
omitted in the future. 

We shall have several occasions to use the five lemma. We mention the 
following as a typical example. For any simplicial pair (K,L) the natural trans
formation fL from the ord~red homology theory induces a homomorphism of 
the corresponding exact sequences 

----'> ... 

By theorem 4.3.8, fL* is an isomorphism on the absolute groups. It follows 
from the five lemma that it is also an isomorphism on the relative groups. 

12 COROLLARY For any simplicial pair (K,L) the natural transformation fL 
induces an isomorphism from the ordered homology sequence of (K,L) to the 
oriented homology sequence of (K,L). • 

6 MAYER-VIETORIS SEqUENCES 

There is an exact sequence which relates the homology of the union of two 
sets to the homology of each of the sets and to the homology of their inter
section. This sequence provides an inductive procedure for computing the 
homology of spaces which are built from pieces whose homology is known. 
We shall define this exact sequence as well as its analogue involving relative 
homology groups, and use them to prove that the natural transformation 1! 

from 6(K) to 6(IKI) is a chain equivalence for any simplicial complex K. 
Let Kl and K2 be subcomplexes of a simplicial complex K. Then 

Kl n K2 and Kl U K2 are subcomplexes of K, and C(Kl)' C(K2) C C(K). 
Clearly C(KI n K2) = C(Kl) n C(K2) and C(Kl) + C(K2) = C(KI U K2)' 
Let i 1: Kl n K2 C K1, i2: Kl n K2 C K2, h: Kl C Kl U K2, and 
;2: K2 C Kl U K2. Then we have a short exact sequence of chain complexes 

o ----'> C(KI n K2) ~ C(K1) EB C(K2) ~ C(KI U K2) ----'> 0 

where i(c) = (C(i1)c, - C(i2)C) and ;(Cl,C2) = C(h)Cl + C(i2)C2. The corre
sponding exact sequence of homology groups 

... ~ Hq(Kl n K2) ~ Hq(Kl) EB Hq(K2) ~ Hq(Kl U K2) ~ 
Hq_1(K1 n K2) ~ 

is called the Mayer- Vietoris sequence of the sub complexes Kl and K 2 • The 
homomorphisms i* and;* in the Ma yer-Vietoris sequence are described by 
means of homomorphisms induced by inclusion maps by 

and 
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for Z E H(Kl n K2), Zl E H(Kl)' and Z2 E H(K2)' 
If Kl n K2 =1= 0, there is a commutative diagram of abelian groups and 

homomorphisms 

o~ z z®z z ~O 

where a(n) = (n,-n) and f3(n,m) = n + m. Since the rows are exact and the 
vertical homomorphisms are epimorphisms, it follows from corollary 4.5.6 that 
there is an exact sequence of the kernels 

- i - - j-o ~ CO(Kl n K2) ~ CO(Kl) ® CO(K2) ~ CO(Kl U K2) ~ 0 

and so there is a short exact sequence of chain complexes 

o ~ C(Kl n K2) ~ C(Kl) ® C(K2) ~ C(Kl U K2) ~ 0 

The corresponding exact sequence of reduced homology groups 

. .. ~ Hq(Kl n K2) ~ Hq(Kl) ® Hq(K2) ~ Hq(Kl U K2) ~ 

is called the reduced Mayer- Vietoris sequence of Kl and K2 • 

If (K1,L1) and (K2,L2 ) are simplicial pairs in K, there is also a short exact 
sequence 

which is a subsequence of the short exact sequence 

o ~ C(Kl n K2) ~ C(K1) EB C(K2) ~ C(Kl U K2) ~ 0 

It follows from corollary 4.5.6 that the quotient sequence is a short exact 
sequence of chain complexes 

o ~ C(Kl n K2)/C(L1 n L2) ~ C(K1)/C(L1) ® C(K2)/C(L2) ~ 
C(Kl U K2)/C(L1 U L2) ~ 0 

The corresponding exact sequence of homology groups 

... ~ Hq(Kl n K2 , Ll n L2) ~ Hq(K1,L1) ® Hq(K2,L2) ~ 
Hq(Kl U K2, Ll U L2) ~ 

is called the relative Mayer- Vietoris sequence of (K1,L1) and (K 2,L2). 

The relative Mayer-Vietoris sequence specializes to the exact sequence of 
a triple or a pair. In fact, given a triple (K,L~,L2)' the relative Mayer-Vietoris 
sequence of (K,L2 ) and (L1,L1) is easily seen to be the homology sequence of 
the triple (K,L1,L2) as defined in Sec. 4.5. In case L2 = 0, the relative 
Mayer-Vietoris sequence of (K, 0) and (L1,L1) is the homology sequence of 
the pair (K,L1). 

An inclusion map (KbLl) C (K2,L2) is called an excision map if 
Kl - Ll = K2 - L2. The exactness of the Mayer-Vietoris sequence is closely 
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related (in fact, equivalent) to the following excision property. 

I THEOREM Any excision map between simplicial pairs induces an iso
morphism on homology. 

PROOF If (KI,LI) C (K2,L2 ) is an eXClSlon map, then K2 = KI U L2 and 
LI = KI n L 2 • By the Noether isomorphism theorem, 

C(KI)/C(LI) :::::: [C(KI) + C(L2)l!C(L2) = C(K2)/C(L2 ) • 

For the ordered chain complex it is still true that if KI and K2 are sub
complexes of some simplicial complex, then ~(KI U K2) = ~(KI) + ~(K2)' 
Therefore all the above results remain valid if the oriented homology is 
replaced throughout by the ordered homology. 

An inclusion map (XI,A I) C (X2,A2 ) between topological pairs is called 
an excision map if Xl - Al = X2 - A 2 . It is not true that every excision 
map induces an isomorphism of the singular homology groups. Neither is it 
true that there is an exact Mayer-Vietoris sequence of any two subsets Xl and 
X2 of a topological space. 

2 EXAMPLE Let f: R ~ R be defined by 

. 1 
Slll-

f(x) = X 

o x S; 0 

and let Xl = ((x,y) E R2 I y 2: f(x) or x = 0, Iyl ::; 1) and X2 = ((x,y) E R21 
y ::; f(x) or x = 0, Iyl ::; 1). Then Xl and X2 are closed path-connected sub
sets of R2 such that Xl U X2 = R2 and Xl n X2 consists of two path com
ponents. Therefore there b no homomorphism HI(XI U X2) -> HO(XI n X2) 

which will make the sequence 

fII(XI U X2 ) ~ fIO(XI n X2) ~ HO(XI) EEl fIO(X2) 

exact at HO(XI n X2 ) [the ends are both trivial, but HO(XI n X2 ) =1= 0]. 

We can, however, develop a Mayer-Vietoris sequence in singular homol
ogy for certain subsets Xl and X2 of a topological space. Let Xl and X2 be 
subsets of some space. {Xl,X2 } is said to be an excisive couple of subsets if 
the inclusion chain map ~(XI) + ~(X2) C ~(XI U X2) induces an isomor
phism of homology. Our next result follows from theorem 4.4.14. 

3 THEOREM If Xl U Xz = intxlux2 Xl U intxlux2 X 2 , then {XI,X2 } is an 
excisive couple. • 

In particular, if A C X, then {X,A} is always an excisive couple. The 
relation between an excisive couple {X I ,X2} and excision maps is expressed 
as follows. 

4 THEOREM {XI ,X2 } is an excisive couple if and only if the excision map 
(XI,XI n X2 ) C (Xl U X2 ,X2 ) induces an isomorphism of singular homology. 
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PROOF We have a commutative diagram of chain maps induced by inclusions 
<l( ") 

il(XI)/ il(XI n Xz) ~ il(XI U Xz)/ il(Xz) 

\ ;; 
[il(XI) + il(Xz)]/ il(Xz) 

where i is the excision map i: (Xl. Xl n Xz) C (Xl U Xz, Xz). By the Noether 
isomorphism theorem, i is an isomorphism; therefore i* = i* i* is an isomor
phism if and only if i~ is an isomorphism. Using the exactness of the homology 
sequence of a pair and the five lemma, i* is an isomorphism if and only if the 
inclusion map il(XI) + il(Xz) C il(XI U Xz) induces an isomorphism of homol
ogy, which is by definition equivalent to the condition that {XI,Xz} be an 
excisive couple. • 

This yields the following excision property for singular theory. 

it COROLLARY Let U CAe X be such that (j C int A. Then the excision 
map (X - U, A - U) C (X,A) induces an isomorphism of singular homology. 

PROOF The hypothesis (j C int A implies int (X - U) :J X - (j :J X - int A. 
By theorem 3, {A, X - U} is an excisive couple, and the result follows from 
this and from theorem 4. • 

For any subsets Xl and Xz of a space, il(XI n Xz) = il(XI) n il(Xz), and 
there is a short exact sequence of singular chain complexes 

o ~ il(XI n Xz) ~ il(XI) EB il(Xz) ~ il(XI) + il(Xz) ~ 0 

This yields an exact sequence 

... ~ Hq(XI n Xz) ~ Hq(XI) EB Hq(Xz) ~ Hq(il(XI) + il(Xz)) ~ 
Hq-I(XI n Xz) ~ 

If {X1,Xz} is an excisive couple, the group Hq(il(XI) + il(Xz)) can be replaced 
by the group Hq(XI U Xz), and the resulting exact sequence is 

. .. ~ Hq(XI n Xz) ~ Hq(XI) EB Hq(X2) ~ Hq(XI U X2) ~ 
Hq_I(XI n X2) ~ 

where i*(z) = (h*z,-iz*z) and i*(ZI,Z2) = il*ZI + i2*Z2 for Z C H(XI n Xz), 
ZI E H(XI)' and Zz E H(X2 ). This is the Mayer-Vietoris sequence of singular 
theory of an excisive couple {XI,Xz}. Similarly, if Xl n Xz =1= 0, there is a 
reduced Mayer-Vietoris sequence of {XI'Xz}. 

If (XI,AI) and (X2,Az) are pairs in a space X, we say that {(XI,AI), (XZ,A2)} 

is an excisive couple of pairs if {Xh X2 } and {AI ,A2 } are both excisive couples 
of subsets. In this case it follows from the five lemma that the map induced 
by inclusion 

[6.(Xl) + 6.(X2)] / [6.(Al) + 6.(A2)] -+ [6.(Xl U X2)] / [6.(Al U A2)] 

induces an isomorphism of homology. Hence, if {(XhAl)' (X2,A2)} is an 
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excisive couple of pairs, there is an exact sequence 

... ~ Hq(XI n X2, Al n A2) ~ Hq(XI,AI) EB Hq(X2,A2) ~ 
Hq(XI U X2, Al U A2) ~ 

called the relative Mayer-Vietoris sequence of {(XI,AI), (X2,A2)}. 
The relative Mayer-Vietoris sequence specializes to the exact sequence 

of a triple (or a pair). In fact, given a triple (X,A,B), {(X,B), (A,A)} is always 
an excisive couple of pairs, and the relative Mayer-Vietoris sequence of 
{(X,B), (A,A)} is the homology sequence of the triple (X,A,B). 

We use the Mayer-Vietoris sequence to compute the singular homology 
of a sphere. 

6 THEOREM For n ~ 0 

q=/=n 
q=n 

PROOF Let p and p' be distinct points of Sn. Because Sn - p and Sn - p' are 
contractible (each being homeomorphic to Rn), fi(sn - p) = 0 = H(sn - p'). 
Since Sn - p and Sn - p' are open subsets of Sn, it follows from theorem 3 
that {sn - p, Sn - p'} is an excisive couple. From the exactness of the corre
sponding Mayer-Vietoris sequence, it follows that 

0*: Hq(sn) ;:::; Hq_l(sn - (p U p')) 

Because Sn - (p U p') has the same homotopy type as Sn-I, there is an 
isomorphism Hq_l(sn - (p U p')) ;:::; Hq_l(sn-I), and the result follows by 
induction and the trivial verification that for n = 0 the theorem is valid. -

We now show that a couple consisting of polyhedral subsets of a poly
hedron is excisive. 

7 LEMMA Let KI and K2 be subcomplexes of a simplicial complex K. 
Then {IKII,IK21} is an excisive couple. 

PROOF Let V be a neighborhood of IKI n K21 in IKII having IKI n K21 as a 
strong deformation retract (such a V exists, by corollary 3.3.11). There is a 
commutative diagram 

--,) Hq( I KI n K21) --,) Hq( I KII) --,) Hq( I KII, I KI n K21) --,) 

i·t It j·t 
... --,) Hq(V) --,) ... 

Because i: IKI n K21 C Vis a homotopy equivalence, i*: H(IK I n K21) ;:::; H(V). 
By the five lemma, i*: H(IKII, IKI n K21) ;:::; H(IKII, V). 

Also, V U IK21 is a neighborhood of IK21 in IKI U K21 having IK21 as a 
strong deformation retract. Therefore a similar proof shows that 

i*: H(IK I U K21, IK21) ;:::; H(IK I U K21, V U IK21) 

By theorem 4, {IKII, IK2J} is an excisive couple if and only if the excision 
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map (lKll, IKl n K21) C (IKl U K21, IK21) induces an isomorphism of homol
ogy. In view of the isomorphisms i* and i~, this will be so if and only if the 
excision map (lKll, V) c (IK l U K21, V U IK 21) induces an isomorphism of 
homology. Again by theorem 4, this is equivalent to the condition that 
{IKll, V U IKzl} be an excisive couple. This is so by theorem 3, since 

IK21 C int (V U IK21) and IKll - IK21 C int IKll· • 

8 THEOREM For any simplicial pair (K,L) the natural transformation P 

induces an isomorphism of the ordered homology sequence of (K,L) onto the 
singular homology sequence of (IKI,ILI). 

PROOF It suffices to prove that for any simplicial complex K, P* : H(!::..(K)) ;::::; 
H(IKI), because the theorem will follow from this and the five lemma. We 
prove this first for finite simplicial complexes by induction on the number of 
simplexes. If K contains one simplex, then K = 8, where s is a O-simplex, and 
the result follows from corollary 4.4.2. 

Assume the result inductively for simplicial complexes with fewer than 
m simplexes, where m > 1, and let K contain exactly m simplexes. Let s be a 
simplex of K of maximum dimension and let L be the subcomplex of K con
sisting of all simplexes other than s. Then K = L U s and oS = L n s. Because 
L has exactly m - 1 simplexes, P* is an isomorphism H(!::..(L));::::; H(ILI) 
and an isomorphism H(!::..(s)) ;::::; H(ISI). By corollary 4.4.2, P*: H(!::..(s)) ;::::; H(lsl). 
By the exactness of the ordered Mayer-Vietoris sequence of Land s and the 
Mayer-Vietoris sequence of Singular theory for ILl and lsi (which exists, by 
lemma 7), it follows from the five lemma that P*: H(!::..(K)) ;::::; H(IKI). 

For infinite simplicial complexes K let {K,,} be the family of finite sub
complexes of K directed by inclusion. It follows from theorem 4.3.11 that 
H(!::..(K)) ;::::; lim~ H(!::..(K,,)) and from theorem 4.4.6 that H(IKI) ;::::; lim~ H(IK"I). 
The theorem now holds for K because 1'* is natural. • 

We show next that for free chain complexes a chain map is a chain 
equivalence if and only if it induces an isomorphism in homology. First we 
establish an exact sequence containing the homomorphism induced by a 
chain map. 

9 LEMMA Let T: C ~ C' be a chain map and let C be the mapping cone 
of T. There is an exact sequence 

... ~ Hq+l(C) ~ Hq(C) ~ Hq(C') ~ Hq(C) -~ ... 

PROOF Let 0': C' ~ C be the chain map defined by O'(c) = (O,c). Then 
0' imbeds C' as a subcomplex of G and the quotient complex GIC' is such that 
(GIC')q;::::; Cq_ l ; the boundary operator of GIC' corresponds to the negative 
of the boundary operator of C under this isomorphism. The desired exact 
sequence is then obtained from the exact homology sequence of the short exact 
sequence of chain complexes 

o ~ C' ~ G ~ GIC' ~ 0 
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by replacing Hq(G/C') by Hq-I(C) and verifying that the connecting homo
morphism 0*: Hq+I(G/C') ---'> Hq(C') corresponds to T*: Hq(C) ---'> Hq(C'). • 

10 THEOREM If C and C' are free chain complexes, a chain map T: C ---'> C' 
is a chain equivalence if and only ifT*: H(C) "'" H(C'). 

PROOF By corollary 4.2.11, T is a chain equivalence if and only if C is acyclic. 
By lemma 9 and corollary 4.5.5, G is acyclic if and only if T * : H( C) ::::: H( C'). • 

BeCltllSe b.(K)/ b.(L) and b.(IKI) / b.(ILI) are free chain complexes, we have 
the following result. 

II COROLLARY For any simplicial pair (K,L), /J is a chain equivalence of 
b.(K)/ b.(L) with b.(IKI)/ b.(ILI). • 

If rp: KI ---'> K2 is a simplicial map, there is a commutative diagram 

H(K1) ~ H( b.(KI)) ~ H( I KII ) 
It.(cp)· 

H(K2) ~ H( b.(K2)) ~ H( I K21 ) 

In particular, if K' is a subdivision of K and rp: K' ---'> K is a simplicial approx
imation to the identity IK'I C IKI, then 

and 

From the commutativity of the above diagram we obtain our next result. 

12 THEOREM Let K' be a subdivision of K and let rp: K' ---'> K be a simplicial 
approximation to the identity map IK'I C IKI. Then 

rp*: H(K') ::::: H(K) • 

By theorem 10, C(rp): C(K') ---'> C(K) is a chain equivalence. It will 
be useful to construct a chain map C(K) ---'> C(K') which is a chain homotopy 
inverse of C(rp). If K' is a subdivision of K, an augmentation-preserving chain 
map T: C(K) ---'> C(K') is called a subdivision chain map if T: C(L) C C(K' I L) 
for every subcomplex L C K [ that is, if T is a natural chain map from C to 
C(K' I • ) on e(K)]. 

13 THEOREM If K' is a subdivision of K, there exist subdivision chain 
maps T: C(K) ---'> C(K'). If rp: K' ---'> K is a simplicial approximation to 
the identity IK'I C IKI, then T* = rp*-l: H(K) ::::: H(K'). 

PROOF If s is any simplex of K, then C(K'I s) is acyclic [because H(K' 1 s) ::::: 
H(lsl) = 0]. Hence, on the category e(K) of subcomplexes of K with models 
GJR.{K) = {s 1 s E K}, the functor C is free and C(K' I' ) is acyclic. It follows 
from theorem 4.3.3 that there exist natural chain maps T from C to C(K' I . ) 
preserving augmentation. 

If T is any subdivision chain map and rp: K' ---'> K is a simplicial approxi
mation to the identity map IK'I C K, the composite 
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C(CfJ)T: C(K) ~ C(K)· 

is a natural chain map over 0,K) from C to C preserving augmentation. Since 
C is free and acyclic with models 0TL(K), it follows from theorem 4.3.3 that 
C( CfJ)T ~ 1c(1()' Therefore CfJ* T * = 1H(K). Since, by theorem 12, CfJ* is an iso-
morphism, T* = CfJ*-l. • 

7 SOME APPLICATIONS OF HOMOLOGY 

In this section we use homology for some of the applications mentioned 
earlier. We shall show that euclidean spaces of different dimensions are not 
homeomorphic, and also that Sn is not a retract of En+l (which is easily seen 
to be equivalent to the Brouwer fixed-point theorem). This leads to the gen
eral consideration of fixed points of maps, and we prove the Lefschetz fixed
point theorem. Finally, we shall consider separation properties of the sphere. 
Proofs are given of Brouwer's generalization of the Jordan curve theorem and 
of the invariance of domain. 

I THEOREM If n =f= m, Sn and Sm are not of the same homotopy type. 

PROOF By theorem 4.6.6, Hn(sn) =f= 0 and Rn(sm) = o. • 
2 COROLLARY If n =f= m, Rn and Rm are not homeomorphic. 

PROOF If Rn and Rm were homeomorphic, their one-point compactifications 
Sn and Sm would also be homeomorphic, in contradiction to theorem 1. • 

In corollary 2 both Rn and Rm are contractible. Therefore they have the 
same homotopy type and cannot be distinguished by their homology groups. 
To distinguish them it was necessary to consider associated spaces having 
nonisomorphic homology. We chose to consider their one-point compactifica
tions, but another proof could have been based on the fact that Rn minus a 
point has the same homotopy type as Sn-l. 

These two results are applications of homology to the problem of classi
fying spaces up to topological equivalence. Our next application is to an 
extension problem. 

a LEMMA Let (X,A) be a pair such that A is a retract of X. Then 

H(X) ;:::: H(A) EB H(X,A) 

PROOF Given i: A C X and i: (X, 0) C (X,A) and a retraction r: X ~ A, then 
ri = 1A • Therefore r* i* = 1H (A) and i* is a monomorphism of H(A) onto a 
direct summand of H(X). The other summand is the kernel of r*. From the 
exactness of the homology sequence of (X,A) 

a. ;.. j. a. 
....... Hq(X,A) .... Hq- 1(A) .... Hq- 1(X) .... Hq- 1(X,A) .... .. · 
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because ker i* = 0, 0* is the trivial map. Therefore i* is an epimorphism. 
Since ker i* = im i*, i* induces an isomorphism of ker r* onto H(X,A). • 

Note that lemma 3 is still valid if A is a weak retract of X. 

4 COROLLARY For n ~ 0, Sn is not a retract of En+l. 

PROOF By theorem 4.6.6, Hn(sn) * 0, but because En+1 is contractible, 
Hn(En+l) = O. Therefore H(Sn) is not isomorphic to a direct summand of 
H(En+l). • 

This implies the following Brouwer fixed-point theorem. 

S THEOREM For n ~ 0 every continuous map from En to itself has a 
fixed point. 

PROOF For n = 0 there is nothing to prove. For n > 0 let f: En ~ En be 
continuous. If f has no fixed point, define a map g: En ~ Sn-l by g(x) equal 
to the unique point of Sn-l on the ray from f(x) to x, as shown in the figure. 

/ 

g(x) 

/ 
/ 

/ox 
/ 

/" f(x) 

o f(x) 
I 
I 
lx 
I 
I 

g(x) 

Then g is a retraction from En to Sn-l, in contradiction to corollary 4. • 

We have, in fact, proved that corollary 4 implies theorem 5. The 
converse is also true, for if r: En+l ~ Sn were a retraction, the map f: En+l ~ En+ 1 

defined by f(x) = - r(x) would have no fixed points. 
There is an interesting generalization of theorem 5 which contains a 

criterion for showing that a certain map from X to itself has a fixed point even if 
not every map of X to itself has fixed points. This generalization also illustrates 
another type of application of homology in that it is based on an algebraic 
count of the number of fixed points, the algebraic count being formulated in 
homological terms. This type of application of homology occurs frequently. 
Generally it involves a set of singularities of X of a certain type (for example, 
the set of fixed points of a map X ~ X, the set of discontinuties of a function 
X ~ Y, the set of self-intersections of a local homeomorphism X ~ Rn, etc.) 
and measures the singular set by means of a homology class associated to it. 

Let C be a finitely generated graded group and let h: C ~ C be an en
domorphism of C of degree o. The Lefschetz number A(h) is defined by the 
formula 
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where hq: Cq -7 Cq is the endomorphism defined by h in degree q. The fol
lowing Hopf trace formula equates the Lefschetz numbers of a chain map and 
its induced homology homomorphism. 

6 THEOREM Let C be a finitely generated chain complex and let T: C -7 C 
be a chain map. Then 

PROOF The proof is similar to the proof of the corresponding statement 
about the Euler characteristic (theorem 4.3.14), the Euler characteristic being 
the Lefschetz number of the identity map, with theorem 4.13 of the Intro
duction used in place of theorem 4.12. Details are left to the reader. -

Let f: X -7 X be a map, where X has finitely generated homology. The 
Lefschetz number off, denoted by "AU), is defined to be the Lefschetz number 
of the homomorphism f*: H(X) -7 H(X) induced by f. It counts the algebraic 
number of fixed homology classes of f*. The following Lefschetz fixed-point 
theorem shows that "A( f) 0:/= 0 is a sufficient condition for f to have a fixed point. 

7 THEOREM Let X be a compact polyhedron and let f: X -7 X be a map. 
If "A(f) 0:/= 0, then f has a fixed point. 

PROOF We assume that f has no fixed point and prove "A(f) = O. Without 
loss of generality, we may assume X = ILl for some finite simplicial complex L. 
Because ILl is a compact metric space, if f has no fixed point, there is a > 0 
such that d(a,f(a» 2 a for all a E ILl. Let K be a subdivision of L with mesh 
K < a/3 and let K' be a subdivision of K for which there exists a simplicial 
map q;: K' -7 K which is a simplicial approximation to f: IKI -7 IKI. Since 
1q;I(a) and f(a) belong to some simplex of K, d(Iq;I(a),f(a» < a/3 for a E IKI. 
If s is any simplex of K, lsi is disjoint from 1q;1(lsl), for if a E lsi is equal 
to 1q;1(,8) for ,8 E lsi, then 

d(,8,f(,8» s d(,8,a) + d(Iq;I(,8),f(,8» < 2a/3 

in contradiction to the choice of a. 
Let T: C(K) -7 C(K') be a subdivision chain map (which exists, by 

theorem 4.6.13). Then C(q;)T: C(K) -7 C(K) is a chain map. If 0 is an oriented 
q-simplex on a q-simplex s of K, then C(q;)T(O) is a q-chain on the largest sub
complex of K disjoint from s. Therefore C(q;)T(O) is a q-chain having coefficient 0 
on o. Since this is so for every 0, all the coefficients summed in forming 
Tr(C(q;)T)q are zero and Tr((C(q;)T)q) = 0 for all q, which implies "A(C(q;)T) = O. 
By theorem 6, "A((C(q;)T)*) = O. Let q;': K' -7 K be a simplicial approximation 
to the identity map IK'I C IKI. There is a commutative diagram 

H(K) ~ H(K') ~ H(K) 

i~ i~ i~ 

H(b.(K») ~ H(b.(K'») ~ H(b.(K») 
t~ t~ t~ 

H(IKI) tp'I.=l H(IKI) ~ H(IKI) 
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from which it follows that 

A(f*) = A(I<pI*(I<p'I*)-I) = A(<p*(<p~)-l) 

By theorem 4.6.13, (<p~)-l = 'T* and A(<p*(<p~tl) = A(<p*'T*) = A([C(<p)'T]*). 
Therefore A(f) = O. • 

This yields the following generalization of the Brouwer fixed-point 
theorem. 

8 COROLLARY Every continuous map from a compact contractible poly
hydron to itself has a fixed point. 

PROOF If X is contractible, {[(X) = 0, and for any f: X ~ X, A(f) = 1 
[because f* is the identity map on Ho(X) ::::: Z]. • 

This result is false for noncompact polyhedra. In fact, R is a contractible 
polyhedron and any translation different from 1R fails to have a fixed point. 

Given a continuous map f: Sn ~ Sn, the degree off is the unique integer 
deg f such that 

f*(z) = (degf)z 

The following fact is obvious. 

9 For any map f: Sn ~ Sn, A(f) = 1 + (-l)n deg f • 
Since the antipodal map Sn ~ Sn has no fixed points, the next result 

follows from theorem 7 and statement 9. 

10 COROLLARY The antipodal map of Sn has degree ( _l)n+l. • 

I I COROLLARY If n is even, there is no continuous map f: Sn ~ Sn such 
that x and f(x) are orthogonal for all x E Sn. 

PROOF Assume that such a map exists. Then a homotopy F: f ~ l sn is de
fined by 

(1 - t)f(x) + tx F(x,t) = -,--'-------'-"--:'-'----
II (1 - t)f(x) + txll 

This is well-defined, because the condition that x and f(x) be orthogonal 
implies 11(1 - t)f(x) + txl1 2 = (1 - t)2 + t2 =1= 0 for 0 ~ t ~ 1. Since f ~ lsn, 
A(f) = A(lsn) = 1 + ( -l)n =1= o. Hence, by theorem 7, f must have a fixed 
point, in contradiction to the orthogonality of x and f(x) for all x. • 

This last result is equivalent to the statement that an even-dimensional 
sphere Sn has no continuous tangent vector field which is nonzero everywhere 
on Sn. For odd n such vector fields do exist because the map f: S2m-1 ~ S2m-1 
defined by 

f(XI, ... ,X2m) = (-X2' Xl, ... , -X2m, X2m-l) 

is continuous and has the property that x and f(x) are orthogonal for all x. 
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Instead of considering vector fields, we consider one-parameter groups 
of homeomorphisms. A flow on X is a continuous map 

1/;: R X X~ X 

such that 

(a) 1/;(t1 + t2, x) = 1/;(t1' 1/;(t2'X)) t1, t2 E R; x E X 
(b) 1/;(O,x) = x x E X 

For t E R let 1/;t: X ~ X be defined by 1/;t(x) = 1/;(t,x). Then (a) and (b) imply 
1/;-t = (1/;t)-1, and so 1/;t is a homeomorphism of X for all t E R. A fixed point 
of the flow is a point Xo E X such that 1/;(t,xo) = Xo for all t E R. 

12 THEOREM If X is a compact polyhedron with x(X) ::/= 0, then any flow 
on X has a fixed point. 

PROOF Each 1/;t is homotopic to Ix [by the homotopy F: X X I ~ X defined 
by F(x,t') = 1/;((1 - t')t, x)]. Therefore 

>-'(1/;t) = >-'(lx) = x(X) ::/= 0 

Hence, by theorem 7, each 1/;t has fixed points. For n ~ 1 let An be the 
closed subset of X consisting of the fixed points of 1/;1I2n • Then An+1 cAn, 
and {An} is a decreasing sequence of nonempty closed subsets of the com
pact space X. Let F = n An. Then F is nonempty, and any point of F is 
fixed under 1/;t for all t of the form 1/2n for n 2: 1. This implies that each 
point of F is fixed under 1/;t for all dyadic rationals t = m/2n. Since the dyadic 
rationals are dense in R, each point of F is fixed under 1/;t for all t. • 

We now turn our attention to separation properties of the sphere. 

13 LEMMA If A c Sn is homeomorphic to Ik for 0 ~ k ~ n, then 
H(Sn - A) = o. 
PROOF We prove this by induction on k. If k = 0, then A is a point and 
Sn - A is homeomorphic to Rn. Therefore H(sn - A) = o. 

Assume the result for k < m, where m ~ 1, and let A be homeomorphic 
to 1m. Regard A as being homeomorphic to B X I, where B is homeomorphic 
to 1m-I, by a homeomorphism h: B X I ~ A. Let A' = h(B X [O,J,~]) and 
A" = h(B X [%,1]). Then A = A' U A" and A' n A" is homeomorphic to 
B X %. By the inductive assumption, H(sn - (A' nAil)) = O.Because 
Sn - A' and Sn - A" are open sets, they are excisive and from the exactness 
of the corresponding reduced Mayer-Vietoris sequence 

i*: Hq(sn - A) ;:::::: Hq(sn - A') EB Hq(Sn - A") 

If z E Hq(sn - A) is nonzero, then either i~z::/= 0 in Hq(sn - A') or i~z::/= 0 
in Hq(Sn - A"), where i': Sn - A c Sn - A' and i": Sn - A c Sn - AI/. 
Assume i* z ::/= O. We repeat the argument for A' and thus obtain a sequence 
of sets 
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such that 

(a) The inclusion Sn - A c Sn - Aj maps z into a nonzero element of 
fJq(sn - A j ). 

(b) nA i is homeomorphic to Im-l 

Because every compact subset of Sn - nA i is contained in Sn - Aj for 
some f, it follows from theorem 4.4.6 that fJq(Sn - n Ai) ::::; lim~ {fJq(sn - Aj)}. 
This is a contradiction because, by condition (a), the element z determines a 
nonzero element oflim~ {Hq(sn - Aj)}, but by condition (b) and the inductive 
assumption, fJq(sn - n Ai) = 0. -

14 COROLLARY Let B be a subset of Sn which is homeomorphic to Sk for ° S; k S; n - 1. Then 

- {O Hq(Sn - B)::::; Z 
q=/=n-k-I 
q=n-k-I 

PROOF We use induction on k. If k = 0, then B consists of two points and 
Sn - B has the same homotopy type as Sn-l. Therefore 

- {O Hq(Sn - B)::::; Z 
q=/=n-I 
q=n-I 

If k :;::: 1, set B = Al U Az, where Al and Az are closed hemispheres of Sk 
and assume the result valid for k - 1. Then Al and Az are homeomorphic to 
Ik and Ai n Az is homeomorphic to Sk-l. Because Sn - Al and Sn - A z are 
open, {Sn - A1, Sn - Az} is an excisive couple, and there is an exact reduced 
Mayer-Vietoris sequence 

---7 fJq+1(sn - Ai) (f) fJq+l(sn - Az) ---7 fJq+l(sn - (Ai n Az)) ---7 

fJq(sn - B) ---7 fJq(sn - Ai) (f) fJq(sn - Az) ---7 

By lemma 13, the groups at the ends vanish. The result then follows from the 
inductive assumption. -

For the special case of an (n - I)-sphere imbedded in Sn, we obtain the 
following Jordan-Brouwer separation theorem. 

15 THEOREM An (n - I)-sphere imbedded in Sn separates Sn into two com
ponents of which it is their common boundary. 

PROOF If B C Sn is homeomorphic to Sn-l, then fJo(sn - B) ::::; Z, by corol
lary 14. Therefore Sn - B consists of two path components. Since Sn - B is 
an open subset of Sn, it is locally path connected and its path components U 
and V, say, are its components. 

Clearly, B contains the boundary of U and of V. To prove B C (; n \1, 
let x E B and let N be a neighborhood of x in Sn. Let A C B n N be a subset 
such that B - A, is homeomorphic to In-l. Then fJ(Sn - (B - A)) = 0, by 
lemma 13, so Sn - (B - A) is path connected. If p E U and q E V, there is a 
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path win Sn - (B - A) from p to q. Because p and q are in different path 
components of Sn - B, w meets A. Therefore A contains a point of 0 and a 
point of V. Hence N meets 0 and V, and x EOn V. -

A related result is the following Brouwer theorem on the invariance of 
domain. 

16 THEOREM If U and V are homeomorphic subsets of Sn and U is open in 
Sn, then V is open in Sn. 

PROOF Let h: U ---,) V be a homeomorphism and let h(x) = y. Let A be a 
neighborhood of x in U that is homeomorphic to In and with boundary B 
homeomorphic to Sn-l. Let A' = h(A) C Vand let B' = h(B). By lemma 13, 
Sn - A' is connected, and by theorem 15, Sn - B' has two components. 
Because 

Sn - B' = (sn - A') U (A' - B') 

and Sn - A' and A' - B' are connected, they are the components of Sn - B'. 
Therefore A' - B' is an open subset of Sn. Since y E A' - B' C V and y was 
arbitrary, V is open in Sn. -

8 AXIOMATIC CHARACTERIZATION OF HOMOLOGY 

A simple set of axioms characterizing homology on the class of compact 
polyhedral pairs has been given by Eilenberg and Steenrod1. This section 
describes the axiom system and related concepts. For compact polyhedral 
pairs, the axioms are categorical (that is, two theories satisfying them are 
isomorphic). Thus the axioms are basic theorems from which other properties 
of homology theories can be deduced. In many cases, proofs based on the axioms 
are simpler and more elegant than proofs which refer back to the original de
finition of the homology theory. 

To formulate the axioms it is usual to start with a suitable category of 
topological pairs and maps (called "admissible categories" by Eilenberg and 
Steenrod). We shall not define these categories. The category of all topologi
cal pairs is such a category, and so are its full subcategories defined by the 
polyhedral pairs and defined by the compact polyhedral pairs. For our pur
poses we shall always regard a homology theory as defined on the category of 
all topological pairs, and we identify a space X with the pair (X, 0). 

A homology theory H and a consists of 

(a) A covariant functor H from the category of topological pairs and 
maps to the category of graded abelian groups and homomorphisms of 
degree 0 [that is, H(X,A) = {Hq(X,A)}] 

1 See S. Eilenberg and N. E. Steenrod, "Foundations of Algebraic Topology," Princeton Univer
sity Press, Princeton, N.J., 1952. 
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(b) A natural transformation a of degree -I from the functor H on 
(X,A) to the functor H on (A, 0) [that is, a(X,A) = {aq(X,A): Hq(X,A) -) 
H q_ 1(A)} ]. 

These satisfy the following axioms. 

I HOMOTOPY AXIOM If fa, h: (X,A) -) (Y,B) are homotopic, then 

H(fo) = H(h): H(X,A) -) H(Y,B) 

2 EXACTNESS AXIOM For any pair (X,A) with inclusion maps i: A C X and 
j: X C (X,A) there is an exact sequence 

... ~ Hq(A) Hii) Hq(X) ~ Hq(X,A) rq(X,A) Hq_1(A) HQ~l(i) .•. 

3 EXCISION AXIOM For any pair (X,A), if U is an open subset of X such 
that 0 C int A, then the excision map j: (X - U, A - U) C (X,A) induces 
an isomorphism 

H(j): H(X - U, A - U) ::::::: H(X,A) 

4 DIMENSION AXIOM On the full subcategory of one-point spaces, there is a 
natural equivalence of H with the constant functor; that is, if P is a one-point 
space, then 

q=l=O 
q=O 

Obviously, the homotopy axiom is equivalent to the condition that the 
homology theory can be factored through the homotopy category of topologi
cal pairs. 

Singular homology theory is an example of a homology theory. In fact, 
the homotopy axiom is a consequence of theorem 4.4,9, the exactness axiom 
is a consequence of theorem 4.5.4, the excision axiom is a consequence 
of corollary 4.6.5, and the dimension axiom is a consequence of lemmas 4.4.1 
and 4,3.1. Therefore, there exist homology theories. 

Corresponding to any homology theory there are reduced groups defined 
as follows. If X is a nonempty space, let c: X -) P be the unique map from 
X to some one-point space P. The reduced group FI(X) is defined to be the 
kernel of the homomorphism 

H(c): H(X) -) H(P) 

Because c has a right inverse, so does H(c). Therefore 

H(X) ::::::: H(X) EEl H(P) 

and the reduced groups have properties similar to those of the reduced 
singular groups. 

Given a triple B cAe X, let k: A C (A,B) and define a(X,A,B): 
H(X,A) -) H(A,B) to be the composite 
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o(X,A,B) = H(k)o(X,A): H(X,A) ~ H(A) ~ H(A,B) 

:; THEOREM For any triple (X,A,B), with inclusion maps i: (A,B) C (X,B) 
and i: (X,B) C (X,A), there is an exact sequence 

H (A B) Hq(i) H (X B) H(j) H (X A) Oq(X,A,B) H (A B) . .. ~ q , ---7 q, ---7 q , ) q-l , ~ ... 

PROOF The proof involves diagram chasing based on the exactness axiom 2. 
We prove exactness at Hq(A,B) and leave the other parts of the proof to the 
reader. 

(a) im oq+l(X,A,B) C ker Hq(i). Hq(i)oq+l(X,A,B) is the composite 

Hq+l(X,A) Oq+l(X,A) Hq(A) Hq(k\ Hq(A,B) Hq(i\ Hq(X,B) 

which also equals the composite 

Hq+l(X,A) Oq+l(X,A) Hq(A) Hq(i') Hq(X) Hq(i") Hq(X,B) 

where i': A C X and iff: X C (X,B). By axiom 2, Hq(i')Oq+l(X,A) = O. There
fore Hq(i)oq+l(X,A,B) = o. 

(b) ker Hq(i) C im Oq+l(X,A,B). Let z E Hq(A,B) be such that Hq(i)z = o. 
Then oq(X,B)Hq(i)z = 0, and because oq(A,B) = oq(X,B)Hq(i), oq(A,B)z = O. 
By axiom 2, there is Z E Hq(A) such that Hq(k)z' = z. Because the composite 

Hq(A) Hq(i') Hq(X) Hq(i"~ Hq(X,B) 

equals the composite Hq(i)Hq(k), it follows that 

Hq(i")Hq(i')z = Hq(i)Hq(k)z = Hq(i)z = 0 

By axiom 2, there is z" E Hq(B) such that if 1': B C X, then Hq(i')z = Hq(f')z". 
Given iff: B C A, then Hq(f') = Hq(i')Hq(f"). Therefore Hq(i')(z - Hq(j")z") = O. 
Again by axiom 2, there is z E Hq+l(X,A) such that Oq+l(X,A)z = z' - Hq(f")z". 
Then, because Hq(k)Hq(f") = 0, 

oq+l(X,A,B)z = Hq(k)oq+l(X,A)z = Hq(k)z' - Hq(k)Hq(f")z" = z 

which shows that z is in im Oq+l(X,A,B). • 

The exact sequence of theorem 5 is called the homology sequence of the triple 
(X,A,B). If B = 0, it reduces to the homology sequence of the pair (X,A). 

Let H and a and H' and a' be homology theories. A homomorphism from 
H and a to H' and a' is a natural transformation h from H to H' commuting 
with a and 0'. That is, for every (X,A) there is a commutative diagram 

H(X,A) ~ H(A) 

H'(X,A) ~ H'(A) 

in which the vertical maps are homomorphisms of degree o. In view of the 
dimension axiom, a homomorphism h induces a homomorphism ho: Z ~ Z 
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that characterizes h on one-point spaces. The main result proved by Eilenberg 
and Steenrod is that corresponding to any homomorphism ho: Z ~ Z there 
exists a unique homomorphism h from H and a to H' and a', on the category 
of compact polyhedral pairs, which induces ho. We shall not prove this, but 
shall content ourselves with proving that a homomorphism h which is an iso
morphism for one-point spaces is an isomorphism for any compact polyhedral 
pair. This will illustrate how the axioms-1::an be used and will suffice for our 
later applications. 

The following is an easy consequence of the exactness axiom and the 
five lemma (or of theorem 5 and axiom 2). 

6 LEMMA Let A' cAe X. Then H(A') :::::: H(A) if and only if H(X,A') :::::: 
H(X,A) (both maps induced by inclusion). -

We now prove a stronger excision property. A map f: (X,A) ~ (Y,B) is 
called a relative homeomorphism if f maps X - A homeomorphically onto 
Y - B. Following are some examples. 

7 An excision map (X - U, A - U) c (X,A), where U C A, is a relative 
homeomorphism. 

8 If X is obtained from A by adjoining an n-cell e and f: (En,Sn-l) ~ (e,e) 
is a characteristic map for e, then f is a relative homeomorphism. 

9 THEOREM Let X be a compact Hausdorff space and let A be a closed 
subset of X which is a strong deformation retract of one of its closed neigh
borhoods in X. Let f: (X,A) ~ (Y,B) be a relative homeomorphism, where Y 
is a Hausdorff space and B is closed in Y. Then, for any homology theory 
H(f): H(X,A) :::::: H(Y,B). 

PROOF Let N be a closed neighborhood of A in X such that A is a strong 
deformation retract of N and let U be an open subset of X such that 
A cUe (j C N (U exists because X is a normal space). Let F: N X I ~ N 
be a strong deformation retraction of N to A. 

Define N' = f(N) U B, U' = f(U) U B, and F': N' X I ~ N by 

F'(y,t) = Y Y E B, tEl 
F'(y,t) = fF(f-l(y),t) Y E f(N), tEl 

Then F' is well-defined and continuous on each of the closed sets B X I and 
f(N) X 1. Therefore F' is continuous and is easily verified to be a strong 
deformation retraction of N' to B. Because X - 0 is open in X - A, 
Y - (f( 0) U B) is open in Y - B, and because B is closed, it is open in Y. 
Therefore f(O) U B is closed in Y, and 0' C f(O) U BeN. Because X - U 
is a closed, and hence compact, subset of X, f(X - U) = Y - U' is a compact 
subset of Y. Because Y is a Hausdorff space, Y - U' is closed in Y, and U' is 
open in Y. We have B C U' c a' c N' and a commutative diagram 
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H(X,A) ~ H(X,N) t H(X - U, N - U) 

1:::: 

H(Y,B) -;::7 H(Y,N') ~ H(Y - U', N' - U') 

203 

where the vertical maps are induced by f and the horizontal maps are induced 
by inclusion maps. Because A and B are deformation retracts of Nand N', 
respectively, H(A) ;:::; H(N) and H(B) ;:::; H(N'). It follows from lemma 6 that 
the left-hand horizontal maps are isomorphisms. The right-hand horizontal 
maps are isomorphisms by the excision axiom. The right-hand vertical map is 
an isomorphism because it is induced by a homeomorphism. From the com
mutativity of the diagram, it follows that H(f) is an isomorphism. • 

10 THEOREM Let h be a homomorphism from H and a to H' and a' which 
is an isomorphism for one-point spaces. Then, for any compact polyhedral pair 
(X,A), h(X,A): H(X,A) ;:::; H'(X,A). 

PROOF By the five lemma, it suffices to prove h(X): H(X) ;::::; H'(X) for any 
compact polyhedron X. Hence, let K be a finite simplicial complex. We need 
only prove that h(IKI): H(IKI) ;:::; H'(IKI). We prove this by induction on the 
number of simplexes of K. If K has just one simplex, IKI is a one-point space, 
and h(IKI) is an isomorphism by hypothesis. 

Assume that K has m simplexes, where m > 0, and that h is an isomor
phism for the space of any simplicial complex with fewer than m simplexes. 
Assume dim K = n and let s be an n-simplex of K. Let L be the subcomplex 
consisting of all simplexes of K different from s. By the five lemma and the 
exactness axiom, h(IKI) is an isomorphism if and only if h(IKI,ILI) is an 
isomorphism. If ;: (lsl,181) C (IKI,ILI), it follows from theorem 9 that H(i) and 
H'(i) are isomorphisms. Hence we need only prove that h(lsl,181) is an 
isomotphism. 

If n = 0, (lsl,181) is a one-point space, and h(lsl,lSl) is an isomorphism by 
hypothesis. If n > 0, because lsi has the same homotopy type as a one-point 
space, h(lsl) is an isomorphism. By the five lemma and the exactness axiom, 
h(lsl,181) is an isomorphism if and only if h(181) is an isomorphism. Because 8 is a 
proper subcomplex of K, h(181) is an isomorphism by the inductive hypothesis .• 

To extend this result to arbitrary polyhedral pairs (not merely compact 
ones), we add an additional axiom. A pair (X,A) with X compact and A closed 
in X is called a compact pair. 

II AXIOM OF COMPACT SUPPORTS Given any pair (X,A) and given z E Hq(X,A), 
there is a compact pair (X',A') C (X,A) such that z is in the image of 
H(X',A') ~ H(X,A). 

A homology theory H and a satisfying axiom 11 is called a homology 
theory with compact supports (Eilenberg and Steenrod use the term "homology 
theory with compact carriers"). It is clear that singular homology theory is a 
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homology theory with compact supports. We shall see that any homology 
theory with compact supports satisfies the analogue of theorem 4.4.6. The 
following lemma is the main point in proving this. 

12 LEMMA Let H be a homology theory with compact supports and let 
(X',A') be a compact pair in (X,A). Given z E Hq(X',A') in the kernel of 
Hq(X',A') ---) Hq(X,A), there is a compact pair (X",A"), with (X',A') C 

(X",A") C (X,A), such that z is in the kernel of H(X',A') ---) H(X",A"). 

PROOF In the proof all unlabeled maps are induced by inclusion. z is in the 
kernel of the composite 

Hq(X',A') Hq(i\ Hq(X,A') ---) Hq(X,A) 

By theorem 5, Hq(i)z is in the image of Hq(A,A') ---) Hq(X,A'). By axiom 11, 
there is a compact space A" such that A' C A" C A and such that Hq(i)z is 
in the image of the composite Hq(A",A') ---) Hq(A,A') ---) Hq(X,A'). By theorem 5, 
the composite Hq(A",A') ---) Hq(X,A') ---) Hq(X,A") is trivial. Therefore z is in 
the kernel of Hq(X',A') ---) Hq(X,A") for some compact A" containing A'. 

Because z is in the kernel of the composite 

Hq(X',A') Hq(j) Hq(X' U A", A") ---) Hq(X,A") 

it follows from theorem 5, that Hq(;)z is in the image of 

aq+l: Hq+l(X, X' U A") ---) Hq(X' U A", A") 

By axiom 11, there is a compact X" containing X' U A" such that Hq(f)z is in 
the image of the composite 

Hq+l(X", X' U A") ---) Hq+l(X, X' U A") ~ Hq(X' U A", A") 

This composite is also equal to the map aq+l: Hq+l(X", X' U A") ---) 
Hq(X' U A", A"). By theorem 5, the composite 

Hq+l(X", X' U A") ~ Hq(X' U A", A") ---) Hq(X",A") 

is trivial. Therefore, z is in the kernel of Hq(X',A') ---) Hq(X",A"). • 

For any pair (X,A) the family of compact pairs (X',A') contained in (X,A) 
is directed by inclusion. For any homology theory H and a the groups 
{H(X',A') I (X',A') compact C (X,A)} constitute a direct system, and the maps 
H(X',A') ---) H(X,A) define a homomorphism i: lim~ {H(X',A')} ---) H(X,A). 

13 THEOREM A homology theory H and a has compact supports if and only 
if for any pair (X,A), i: lim~ {H(X',A')} ;::::: H(X,A), where (X',A') varies over 
the family of compact pairs contained in (X,A). 

PROOF It is clear that axiom 11 is equivalent to the condition that i be an 
epimorphism. Hence, if i is an isomorphism, H and a has compact supports. 
Conversely, if H has compact supports, i is an epimorphism, and lemma 12 
implies that i is also a monomorphism. • 



EXERCISES 205 

14 THEOREM Let h be a homomorphism from H and a to H' and a' that is 
an isomorphism for one-point spaces. If H and a and H' and a' have compact 
supports, h is an isomorphism for any polyhedral pair. 

PROOF This follows from theorems lO and 13 and from the fact that for any 
polyhedral pair (X,A) the compact polyhedral pairs (X',A') contained in it are 
cofinal in the family of all compact pairs in (X,A). • 

EXERCISES 

A CHAIN HOMOTOPY CLASSES 

1 For chain complexes C and C' show that [C;C'] is an abelian group (with group 
operation [Tl] + [T2] = [Tl + T2]) and that there is a homomorphism 

cP: [C;C']_ Hom (H(C),H(C')) 

such that cp[T] = T*. 

2 If C is a free chain complex, prove that the homomorphism cP is an epimorphism. 

3 If C is a free chain complex and H(C) is also free, prove that cp is an isomorphism. 

B EULER CHARACTERISTICS 

1 Let (X,A) be a pair and assume that two of the three graded groups H(A), H(X), and 
H(X,A) are finitely generated. Prove that the third is also finitely generated and that 
x(X) = X(A) + X(X,A). 

2 Let {Xl ,X2 } be an excisive couple of subsets of X such that H(Xl) and H(X2) are 
finitely generated. Prove that H(Xl U X2) is finitely generated if and only if H(Xl n X2) 

is finitely generated, in which case 

X(Xl) + X(X2) = X(Xl U X2) + X(Xl n X2) 

3 Let y be an integer-valued function defined on the class of compact polyhedra with 
base points such that 

(a) If (X,Xo) is homeomorphic to (Y,Yo), then y(X,xo) = y(Y,Yo). 
(b) If (X,A) is a compact polyhedral pair and Xo E A, then y(X,xo) = y(A,Xo) + 
y(XI A,xo), where XI A denotes the space obtained by collapsing A to a Single point x&. 

Prove that for any X 

y(X,xo) = y(SO,Po)X(X,Xo) 

[Hint: l Prove first that if Zo is a base point of En in Sn-l, then y(En,zo) = O. Show that 
the result is true for X = Sn, and then use induction on the number of simplexes in a 
triangulation of X.] 

4 If X and Yare compact polyhedra, prove that 

X(X X Y) = X(X)X(Y) 

1 See C. E. Watts, On the Euler characteristic of polyhedra, Proceedings of the American 
Mathematical Society, vol. 13, pp. 304-306, 1962. 
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C EXAMPLES 

I Let S be an n-simplex and let (s)m be its m-dimensional skeleton. Compute H((s)m). 

2 Compute the homology group of an arbitrary surface. 

3 Compute the homology group of the lens space L(p,q). 

4 Let A be a subspace of Sn which is homeomorphic to the one-point union Sp v Sq. 
Compute H(sn - A). 

5 Let X be the space obtained from a closed triangle with vertices Vo, Vl, and Vz by 
identifying the edges VOVl, VlVZ, and VZVo linearly with the edges VlVZ, VZVo, and VOVl, 

respectively. Compute H(X). 

6 Given an integer n > 0 and an integer m > 1, prove that there exists a compact 
polyhedron X such that 

q=/=n 
q=n 

7 Let H be a finitely generated nonnegative graded abelian group such that Ho is a 
free abelian group. Prove that there exists a compact polyhedron X such that Fl(X) :::::; H. 

D JOINS AND PRODUCTS 

I Prove that for any space X there are isomorphisms 

FIq(X) :::::; FIQ+l(X * SO) 

(Hint: If Y is contractible, so is X * Y.) 

2 Prove that for any space X there are isomorphisms 

Hq(X X Sn, X X po) :::::; Hq~n(X) 

[Hint: Use induction on n and the fact that if Y is contractible, H(X X Y, X X yo) = 0.] 

3 Compute the homology group of the n-dimensional torus (Sl)n. 

4 If a space is homeomorphic to a finite product of spheres, prove that the set of 
spheres which are the factors is unique. 

E ORIENTATION 

I Let K be an n-dimensional pseudo manifold. Prove that it is possible to enumerate 
the n-simplexes of K in a (finite or infinite) sequence So, SI, ... ,Sq, •.. and to find a 
sequence S1, S2, ... , s~, ... of (n - I)-simplexes of K such that for q :::: 1, s~ is a face 
of Sq and also a face of Si for some i < q. 

2 If K is a finite n-dimensional pseudomanifold, prove that exactly one of the following 
holds: 

(a) Hn(K,K):::::; Z and Hn~l(K,K) has no torsion. 
(b) Hn(K,K) = 0 and Hn~l(K,K) has torsion subgroup isomorphic to Zz. 

3 Let K be a finite simplicial complex which is homogeneously n-dimensional and such 
that every (n - I)-simplex of K is the face of at most two n-simplexes of K. Let K be the 
subcomplex of K generated by the (n - I)-simplexes of K which are faces of exactly one 
n-simplex of K. Prove that if (K,K) satisfies either (a) or (b) of exercise 2 above, then K 
is an n-dimensional pseudomanifold. 

A finite n-dimensional pseudomanifold is said to be orientable (or nonorientable) if it 
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satisfies (a) (or (b)) of exercise 2. An orientation of an orientable n-dimensional pseudo
manifold K is a generator of Hn(K,K), and an oriented n-dimensional pseudomanifold is 
an n-dimensional pseudo manifold together with an orientation of it. 

4 Let z E Hn(K,K) be an orientation of a finite n-dimensional pseudo manifold. If 8 is 

any n-simplex of K, prove that there is a unique orientation of 8, denoted by z I 8 E Hn(8,S) 
and called the induced orientation of 8, characterized by the property that z and z I 8 

correspond under the homomorphisms 

Hn(K,K) -? Hn(K, K - 8) ~ Hn(s,s) 

A collection of orientations {a(s) E Hn(s,s)} for each n-simplex s of an n-dimensional 
pseudo manifold is called compatible if for any (n - I)-simplex s' of K - K which is a 

face of the two n-simplexes S1 and S2 of K, a(s1) and - a(s2) correspond under the 
homomorphisms 

5 If z is an orientation of a finite n-dimensional pseudo manifold, prove that the col
lection {z I 8} is compatible. Conversely, given a compatible collection {a(s)} of orienta
tions of the n-simplexes s of a finite n-dimensional pseudomanifold K, prove that there 
is a unique orientation z of K such that z I s = a(s) for each n-simplex s of K. Use this to 
define orientability for arbitrary (nonfinite) n-dimensional pseudomanifolds. [Hint: Iden
tify Hn(K,Kn-1) with indexed collections {a(s) E Hn(s,s)}, where s varies over the 
n-simplexes of K, and show that the image of the homomorphism Hn(K,K) -? Hn(K,Kn-1) 
consists of the compatible collections.] 

F DEGREES OF MAPS 

Let K1 and K2 be finite n-dimensional pseudomanifolds with orientations Z1 and Z2, 
respectively. Given a continuous map f: (IK11,IK1 1) -? (IK21,IK21), its degree, denoted by 
deg f, is the unique integer such that f* (Z1) = (deg f)Z2 [where we regard 
Z1 E Hn(IK11,IK11)) and Z2 E Hn(IK21,IK21)]' 

I Let cp: (K 1,K1) -? (K 2,K2 ) be a simplicial approximation to f, let S2 be a fixed 
n-simplex of K2, and let m+(cp) (or m_(cp)) be the number of n-simplexes 81 of K1 such 
that cp maps the induced orientation Z1 I S1 into the induced orientation Z2 I S2 (or into 
-z21 S2). Prove that degf = m+(cp) - m_(cp). 

2 In case K is a finite orientable n-dimensional pseudo manifold and f: (IKI,IKI)-? 
(IKI,IKI), there is a unique integer degfsuch thatf* (z) = (degf)z for any z E Hn(IKI,IKI). 
Prove that iff, g: (IKI,IKI) -? (IKI,IKI), then deg (g 0 f) = (deg g) (degf). 

3 Let f: Sn -? Sn be a map such that f(E~) C E~, f(E"-) C E"- and let 1': Sn-1 -? Sn-1 
be the map defined by f. Prove that deg f = deg f'. 
4 Show that for any n ;::: 1 and any integer m there is a map f: Sn -? Sn such that 
degf = m. 

G TOPOLOGICAL INV ARIANCE OF PSEUDO MANIFOLDS 

I Let K be a simplicial complex and let x E <s), where s is a simplex of K. Prove that 
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there is an isomorphism 

H(lKI, IKI - st 8) :::::: H(IKI, IKI - x) 

2 Let K be a simplicial complex and let x E (8), where 8 is a principal n-simplex of K 
(that is, 8 is not a proper face of any simplex of K). Prove that 

Hq(IKI, IKI - x) :::::: G q=l=n 
q=n 

3 Prove that a locally compact polyhedron X has dimension n if and only if n is the 
largest integer such that there exist points x E X, with Hn(X, X - x) =1= O. 

4 Let X be a finite dimensional polyhedron and for each n let Xn be the closure of the 
set of all x E X having a neighborhood U such that Hn(X, X - '1) :::::: Z for all '1 E U. If 
K is any simplicial complex triangulating X and Kn is the subcomplex of K generated by 
the principal n-simplexes of K, prove that Kn triangulates Xn. 

:. Prove that the property of being homogeneously n-dimensional is a topologically 
invariant property of simplicial complexes (and so we can speak of a homogeneously 
n-dimensional polyhedron). 

6 Let K be art arbitrary simplicial complex triangulating a homogeneously n-dimensional 
polyhedron X. Prove that every (n - I)-simplex of K is the face of at most two n-simplexes 
of K if and only if Hq(A, A - x) = 0 for all x E A and all q 2 n - 1, where A is the 
closure in X of the set {x E X I Hn(X, X - x) is noncyclic}. 

7 Let X be a homogeneously n-dimensional polyhedron satisfying exercise 6 and let 
j( = Bn- l , where B is the closure in X of the set {x E X I Hn(X, X - x) = O} and where 
Bn - l is defined in terms of B, as in exercise 4. If K is any simplicial complex triangulating X, 
prove that the subcomplex of K generated by the (n - I)-simplexes of K which are faces 
of exactly one n-simplex of K triangulates X. 
8 Prove that the property of being a finite n-dimensional pseudo manifold is a topo
logically invariant property of simplicial complexes. 

D EDGE-PATH GROUPS 

I Let K be a connected simplicial complex with a base vertex Vo E K. Given an edge 
e = (vo,v,,), of K, let [e] be the oriented I-simplex [vo,v,,]. If, = el~ ... er is a closed 
edge path of K at vo, let 1/1(') = [ell + [~] + ... + [e r] E CI(K). Prove that 1/1(') is a cycle 
and that if, and " are equivalent edge paths, then I/IW and 1/1(") are homologous. 

2 Prove that there is a natural transformation 1ft: E(K,vo) __ HI(K) (on the category of 
connected simplicial complexes with a base vertex) defined by 1ft[~l = {1ftW}. 
3 Prove that the homomorphism 1ft is an epimorphism and has kernel equal to the com
mutator subgroup of E(K,vo). 

I AXIOMATIC HOMOLOGY THEORY 

In this group of exercises H will denote an arbitrary homology theory. 

I Let Xl and X2 be subs paces of a space X. Prove that the following are equivalent: 

(a) The excision map (Xl, Xl n X2) C (Xl U X2, X2) induces an isomorphism of 
homology. 
(b) The excision map (X2' Xl n X2) C (Xl U X2, Xl) induces an isomorphism of 
homology. 
(c) The inclusion maps 
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i l : (Xl, Xl n X2) C (Xl U X2, Xl n X2) 

and 

i2: (X2, Xl n X2) C (Xl U X2, Xl n X2) 

induce monomorphisms on homology and 

H(XI U X2, Xl n X2)::::: il*H(XI' Xl n X2) if) i2.H(X2, Xl n X2) 

(d) The inclusion maps 

il: (Xl U X2, Xl n X2) C (Xl U X2, Xl) 

and 

i2: (Xl U X2, Xl n X2) C (Xl U X2, X2) 

induce epimorphisms on homology and it> and i2> induce an isomorphism 

H(Xl U X2, Xl n X2) ::::: H(Xl U X2, Xl) if) H(Xl U X2, X2) 

(e) For any A C Xl n X2 there is an exact Mayer-Vietoris sequence 

•.. ---'> Hq(XI n X2, A) ---'> Hq(XI,A) if) Hq(X2,A) 
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---'> Hq(Xl U X2, A) ---'> Hq-l(Xl n X2, A) ---'> .•. 

(f) For any Y :J Xl U X2 there is an exact Mayer-Vietoris sequence 

... ---'> Hq(Y, Xl n X2) ---'> Hq(Y,Xl) if) Hq(Y,X2) 
---'> Hq(Y, Xl U X2) ---'> Hq_l(Y, Xl n X2) ---'> ..• 

2 Let Xl, ... , Xm and A be closed subspaces of a space X such that 

(a) X = U Xi. 
(b) Xi n Xj = A if i =1= i-
(c) Xi - A is disjOint from Xj - A if i =1= i-

Prove that the homomorphisms H(Xi,A) ---'> H(X,A) are monomorphisms and H(X,A) is 
isomorphic to the direct sum of the images. 

3 Let {Xj} iE J (with J possibly infinite) be a collection of closed subsets of a space X 
and let A be a subspace of X such that (a), (b), and (c) of exercise 2 above are satisfied. 
Assume also that every compact subset of X is contained in a finite union of {Xj} and 
that H is a homology theory with compact supports. Prove that H(X,A) ::::: EBjEJ H(Xj,A). 

4 Let (X,A) be a topological pair and let {Xs} be a family of subspaces of X indexed 
by the integers such that 

(a) A = X_ l . 

(b) Xs C Xs+l for all s. 
(c) X = U Xs and every compact subset of X is contained in Xs for some s. 
(d) Hq(Xs,Xs_l ) = 0 if q =1= s and s ::::: o. 

Let C = {Cq,aq} be the nonnegative chain complex with Cq = Hq(Xq,Xq_l ) for q ::::: 0 and 

3q the connecting homomorphism of the triple (Xq, Xq- 1 ,Xq- 2) for q ;::: 1. If H has compact 
supports, prove that H(X,A) = H(C). [Hint: Prove that there are exact sequences 

Hq+l(Xq+l,Xq) ~ Hq(Xq,A) ---'> Hq(X,A) ---'> 0 

and 

0---,> Hq(Xq,A) ---'> Hq(Xq,Xq_l ) ---'> Hq_I(Xq_I,A)] 

5 Let H be a homology theory defined on the category of compact pairs. Prove that 
there is an extension of H to a homology theory H with compact supports such that 
H(X,A) = lim_ {H(X',A') I (X',A') a compact pair in (X,A)}. 
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WE ARE NOW READY TO EXTEND THE DEFINITION OF HOMOLOGY TO MORE GENERAL 

coefficients. In this framework the homology considered in the last chapter 
appears as the special case of integral coefficients. The extension is done in a 
purely algebraic way. Given a chain complex C and an abelian group G, their 
tensor product is the chain complex C ® G = {Cq ® G, Oq ® I}, and the 
homology of C ® G is defined to be the homology of C, with coefficients G. 

We shall also introduce the concepts of co chain complex and cohomology. 
These are dual to the concepts of chain complex and homology and arise on 
replacing the tensor-product functor by the functor Hom. 

We shall establish universal-coefficient formulas expressing the homology 
and cohomology of a space with arbitrary coefficients as functors of the 
integral homology of the space. Although these new functors do not distinguish 
between spaces not already distinguished by the integral homology functor, 
it is nonetheless important to consider them, as it frequently happens that the 
most natural functor to apply in a given geometrical problem is determined 
by the problem itself and need not be the integral homology functor. For 
example, in the obstruction theory developed in Chapter Eight we shall be 

211 
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led to the cohomology of a space with coefficients in the homotopy groups of 
another space. 

A further consideration is that the cohomology of a space has a multipli
cative structure in addition to its additive structure, which makes cohomology 
a more powerful tool than homology. We shall present some applications of 
this added multiplication structure, the most important of which is the study 
of the homology properties of fiber bundles, where we establish the exactness 
of the Thom-Gysin sequence of a sphere bundle. 

At the end of the chapter is a brief discussion of cohomology operations. 
These are natural transformations between two cohomology functors and 
strengthen even further the applicability of cohomology as a tool. We shall 
define the particular set of cohomology operations known as the Steenrod 
squares and establish their basic properties. 

Sections 5.1 and 5.2 are devoted to homology with general coefficients 
and to the universal-coefficient formula for homology. Section 5.3 deals with 
the tensor product of two chain complexes and contains a proof of the 
Kiinneth formula expressing the homology of the tensor product as a functor 
of the homology of the factor complexes. This is applied geometrically to ex
press the homology of a product space in terms of the homology of its factors. 

Sections 5.4 and 5.5 contain the dual concepts of cochain complex and 
cohomology and the appropriate universal-coefficient formulas for them. In 
Sec. 5.6 the cup and cap products are defined, the cup product being the 
multiplicative structure in cohomology mentioned previously, and the cap 
product being a dual involving cohomology and homology together. These 
products are used in Sec. 5.7 to study the homology and cohomology of fiber 
bundles. We establish the Leray-Hirsch theorem, which asserts that certain 
fiber bundles have homology and cohomology which are additively isomorphic 
to the homology and cohomology of the corresponding product of the base 
and the fiber. 

Section 5.8 is devoted to a study of the cohomology algebra. The exact
ness of the Thom-Gysin sequence is used to compute the cohomology algebra 
of projective spaces, and this, in turn, is used to prove the Borsuk-Ulam 
theorem. There is also a discussion of the structure of Hopf algebras, which 
arise in considering the cohomology of an H space. In Sec. 5.9 the Steenrod 
squares are defined and their elementary properties are proved. They will be 
applied later. 

I HOMOLOGY WITH COEFFICIENTS 

In this section we shall extend the concepts dealing with chain complexes to 
the case where the chain groups are modules over a ring. The tensor product 
of such a chain complex with a fixed module is another chain complex, and 
its graded homology module is a functor of the original chain complex and 
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the fixed module. These homology modules have properties analogous to those 
established in the last chapter for complexes of abelian groups. The section 
closes with the definition of a homology theory with an arbitrary coefficient 
module. This is analogous to the concept of homology theory (which has 
integral coefficients) introduced in the last chapter. 

Throughout this section R will denote a commutative ring with a unit. 
We consider R modules and homomorphisms between them. A chain complex 
over R, C = {Cq,aq} consists of a sequence of R modules Cq and homomor
phisms aq: Cq ~ Cq_1 such that aqaQ+l = 0 for all q. There is then a graded 
homology module 

H(C) = {Hq(C) = ker aq/im aq+1} 

The concepts of chain maps and chain homotopies can be defined for chain 
complexes over R, and the results about chain complexes of abelian groups 
generalize in a straightforward fashion to chain complexes over R. In particu
lar, on the category of short exact sequences of chain complexes over R, 

O~C'~C~C"~O 

there is a functorial connecting homomorphism 

a*: Hq(C") ~ Hq_1(C') 

and a functorial exact sequence 

... ~ Hq(C') ~ Hq(C) ~ Hq(C") ~ Hq_1(C') ~ 

If C is a chain complex over Rand G' is an R module, an augmentation 
of Cover G' is an epimorphism e: Co ~ G' such that e 0 a1 = O. An 
augmented chain complex over G' consists of a nonnegative chain complex C 
and an augmentation of Cover G'. 

If C = {Cq,a q} is a chain complex over Rand G is an R module, then 
C ® G = {Cq ® G, aq ® I} is also a chain complex over R, and if C is 
augmented over G', then C ® G is augmented over G' ® G. The graded 
homology module H(C ® G) is called the homology module of C with coeffi
cients G and is denoted by H(C;G). If T: C ~ C' is a chain map, 
T ® 1: C ® G ~ C' ® G is also a chain map, and T*: H(C;G) ~ H(C';G) de
notes tlte homomorphism induced by T ® l. Given a homomorphism 
<p: G ~ G', there is a chain map 1 ® <p: C ® G ~ C ® G' inducing a 
homomorphism 

<p*: H(C;G) ~ H(C;G') 

These remarks are summarized in the follOWing statement. 

I THEOREM There is a covariant functor of two arguments from the 
category of chain complexes over R and the category of R modules to the cat
egory of graded R modules which assigns to a chain complex C and module G 
the homology module of C with coefficients G. • 
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Note that if c E Cq is a cycle of C and g E C, then c ® g E Cq ® C is a 
cycle of C ® C, and if c is a boundary, so is c ® g. Therefore there is 
a bilinear map 

Hq(C) X C ~ Hq(C;C) 

which assigns to ({ c },g) the homology class {c ® g}. This corresponds to a 
homomorphism 

JL: H(C) ® C ~ H(C;C) 

such that JL( { c} ® g) = {c ® g} for c E Z( C). The homomorphism JL is easily 
verified to be a natural transformation on the product of the category of chain 
complexes with the category of modules. 

If C is a chain complex over Z and C is an R module, then C ® C is a 
z 

chain complex over R. It follows from theorem 4.5 in the Introduction that 
the homology module over Z of C with coefficients C is isomorphic, as a 
graded R module, to the homology module over R of C ® R with coefficients C. z 
2 EXAMPLE Let C(K) denote the oriented chain complex of the simplicial 
complex K. Given an abelian group C and a simplicial pair (K,L), the oriented 
homology group of (K,L) with coefficients C, denoted by H(K,L; C), is 
defined to be the graded homology group of [C(K)/C(L)] ® C (which is 
augmented over Z ® C ;::::; C). Then H(K,L; C) is a covariant functor of two 
arguments from the category of simplicial pairs and the category of abelian 
groups to the category of graded abelian groups. If C is also an R module, 
H(K,L; C) is a graded R module. Similar remarks apply to the ordered chain 
complex i1(K)/ i1(L). 

3 EXAMPLE If (X,A) is a topological pair and C is an abelian group, the 
singular homology group of (X,A) with coefficients C, denoted by H(X,A; C), 
is defined to be the graded homology group of [i1(X)/ i1(A)] ® C (which 
is augmented over C). It is a covariant functor of two arguments from the 
category of topological pairs and the category of abelian groups to the cate
gory of graded abelian groups. If C is an R module, H(X,A; C) is a graded 
R module. 

Because the ring R is commutative, there is a canonical isomorphism 
C ® C' ;::::; C' ® C for R modules C and C'. Therefore, if C is a chain com
plex over R, C ® C is canonically isomorphic to C ® C. Hence no new 
homology modules are obtained from C ® C. 

We recall some general properties of tensor products which will be 
important in the next section. 

4 LEMMA The tensor product of two epimorphisms is an epimorphism. 

PROOF Let ex: A ~ A" and {3: B ~ B" be epimorphisms. A" ® B" is gener
ated by elements of the form a" ® b", where a" E A" and b" E B". Since 
ex and {3 are epimorphisms, A" ® B" is generated by elements of the form 
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a(a) ® f3(b), where a E A and b E B. Since (a ® f3)(a ® b) = a(a) ® f3(b), 
A" ® B" is generated by (a ® f3)(A ® B), showing that a ® 13 is an 
epimorphism. • 

In general, it is not true that the tensor product of two monomorphisms 
is a monomorphism (see example 7 below). The following lemma shows that 
something can be said about the kernel of a ® 13 when a and 13 are epimorphisms. 

:; LEMMA If a and 13 are epimorphisms, the kernel of a ® 13 is generated 
by elements of the form a ® b, where a E ker a or b E ker 13. 

PROOF Let a: A ~ A" and 13: B ~ B" be epimorphisms and let D be the 
sub module of A ® B generated by elements of the form a ® b, where 
a E ker a or b E ker 13. Let p: A ® B ~ (A ® B)/D be the projection. There 
is a well-defined bilinear map 

A" X B" ~ (A ® B)/D 

sending (a",b") to p(a ® b), where a E A and b E B are chosen so that 
a(a) = a" and f3(b) = b". This bilinear map corresponds to a homomorphism 

1j;: A" ® B" ~ (A ® B)/D 

such that 1j;(a" ® b") = p(a ® b), where a(a) = a" and f3(b) = b". It is then 
obvious that p equals the composite 

A ® B a ® (3) A" ® B" ~ (A ® B)/D 

This shows that ker (a ® 13) C D. The reverse inclusion is evident, showing 
that ker (a ® 13) = D. • 

6 COROLLARY Given an exact sequence 

A'~A~A"~O 

and given a module B, there is an exact sequence 

A' ® B ~ A ® B ~ A" ® B ~ 0 

PROOF It follows from lemma 4 that A ® B ~ A" ® B is an epimorphism, 
so the sequence is exact at A" ® B. If A. c A is the image of A' ~ A, then, 
by lemma 4, A' ® B ~ A. ® B is an epimorphism. Because A. is also the 
kernel of A ~ A", it follows from lemma 5 that the kernel of A ® B ~ A" ® B 
is the image of A. ® B ~ A ® B. Therefore the sequence is exact at 
A ® B. • 

If the original sequence is assumed to be a short exact sequence, it need 
not be true that the tensor-product sequence is a short exact sequence. We 
present an example to illustrate this. 

7 EXAMPLE Over Z, consider the short exact sequence 

O~ Z~ zL Z2~O 
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where 0:(1) = 2 and f3(1) is a generator I of Z2. The tensor product of this se
quence with Z2 is not a short exact sequence because 0: ® 1; Z ® Z2 ~ Z ® Z2 
is not a monomorphism [Z ® Z2 ;::::: Z2 =!= 0, but (0: ® 1)(1 ® I) = 2 ® I = 
1 ® 2· i = 0]. 

8 THEOREM The tensor-product functor commutes with direct sums. 

PROOF Assume A = EEl Aj and consider the bilinear map A X B ~ EEl (Aj ® B) 
sending (~ aj, b) to ~ (aj ® b) and the homomorphisms Aj ® B ~ A ® B 
for all i. By the characteristic properties of tensor product and direct sum, 
there are commutative triangles 

AXB Aj ® B 

L '\; lL" L 
A ® B ~ EEl (Aj ® B) A ® B ~ EEl (Aj ® B) 

Clearly, the maps <p and 1/1 are inverses, showing that A ® B ;::::: EEl (Aj ® B). 
If, also, B = EEl Bk , then similarly, 

A ® B;::::: EElAj ® Bk • 
j,k 

9 THEOREM The tensor-product functor commutes with direct limits. 

PROOF Let A = lim~ {A"'} and consider the bilinear map A X B ~ lim~ 
{A'" ® B} sending ({a},b) to {a ® b} for a E A'" and the homomorphisms 
A'" ® B ~ A ® B for all fX. By the characteristic properties of tensor product 
and direct limit, there are commutative triangles 

A X B A'" ® B 

L '\; i/ L 
A ® B.!4lim~ {A'" ® B} A ® B ~lim~ {A'" ® B} 

Clearly, <p and 1/1 are inverses, showing that A ® B ;::::: lim~ {A'" ® B}. If, also, 
B = lim~ {BIl}, then similarly, A ® B;::::: lim~ {A'" ® BIl}. • 

We now consider a special class of short exact sequences. These sequences 
have the property that their tensor product with any module is again exact. 
A short exact sequence 

o ~ A' ~ A 4 A" ~ 0 

is said to be split if f3 has a right inverse (that is, if there exists a homomor
phism f3'; A" ~ A such that f3 0 f3' = l A ,,). We also say that the sequence 
splits. 

10 EXAMPLE Any short exact sequence 0 ~ A' ~ A 14 A" ~ 0 with A" 
free is split. To see this, let {an be a basis for A" and for each i choose aj E A 
so that f3(aj) = aj'. Let f3'; A" ~ A be the homomorphism such that f3'(aj') = aj 
for all i. Then f3' is a right inverse of f3. 
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1 1 LEMMA Given a short exact sequence 

o ---? A' ~ A ~ A" ---? 0 

define A' -4 A' E8 A" 4 A" by i(a') = (a',O) and p(a',a") = a". Then 
the following are equivalent: 

(a) The sequence is split. 
(b) There is a commutative diagram 

A 
J4 ~ 

A' y't A" 
i'" A' E8 A" -: 

(c) There is a commutative diagram 

A 

A' Y~ A" 
>0 .?I 
l A' E8 A" P 

(d) 0' has a left inverse. 

PROOF If [3'; A" ---? A is a right inverse of [3, let y'; A' E8 A" ---? A be defined 
by y'(a',a") = O'(a') + [3'(a"). Then y' has the desired properties. Conversely, 
given y', define [3'; A" ---? A by [3'(a") = y'(O,a"). Then [3' is a right inverse 
of [3, so the sequence is split. Therefore (a) is equivalent to (b). A similar argu
ment shows that (c) is equivalent to (d). It follows from the five lemma that 
in the diagram of (b) [or (c)], y' [or y] is necessarily an isomorphism. There
fore (b) is equivalent to (c) with y' equal to y-1. • 

12 COROLLARY Given a split short exact sequence 

o ---? A' ~ A ---? A" ---? 0 

and given a module B, the sequence 

o ---? A' ® B ~ A ® B ---? A" ® B ---? 0 

is a split short exact sequence. 

PROOF By corollary 6 and lemma 11 we need only show that 0' Q9 1 has a 
left inverse. By lemma 11, 0' has a left inverse a'. Then a' ® 1 is a left 
inverse of 0' ® 1. • 

In case 0 ---? C' ---? G ---? Gil ---? 0 is a split short exact sequence of chain 
complexes, it follows from corollary 12 that for any module G the sequence 

o ---? C' ® G ---? G ® G ---? Gil ® G ---? 0 

is a short exact sequence of chain complexes. This short exact sequence gives 
rise to an exact homology sequence, and we obtain the next result. 
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13 THEOREM Given a split short exact sequence of chain complexes 

o~C'~c~c"~o 

and given a module G, there is a functorial exact homology sequence 

This implies the exactness of the singular homology sequence (and 
reduced homology sequence) of a pair with arbitrary coefficients. Similarly, 
there is an exact sequence of a triple with arbitrary coefficients. All these 
sequences (except the reduced sequence of a pair) are consequences of the 
exactness of the relative Mayer-Vietoris sequence, which we now establish. If 
{(Xl,Al), (X2,A2)} is an excisive couple of pairs in a topological space, the 
short exact sequence of singular chain complexes 

o ~ .:l(Xl n X2 )/ .:l(Al n Az) ~ 
.:l(Xl)/.:l(Al) EB .:l(Xz)/.:l(Az) ~ [.:l(Xl) + .:l(Xz)]/[.:l(Al) + .:l(Az)] ~ 0 

is split [by example 10, because [.:l(Xl) + .:l(Xz)]/[ .:l(Al) + .:l(A2)] is a free 
abelian group]. Therefore we obtain the following result. 

14 COROLLARY If {(XbAl)' (X2,A2)} is an excisive couple of pairs in a space 
and G is an R module, there is an exact relative Mayer- Vietoris sequence of 
{(XbAl)' (X2,A2)} with coefficients G. • 

If G is fixed, the singular homology of (X,A) with coefficients G satisfies 
all the axioms of homology theory except the dimension axiom (all of them 
are easily seen to hold except exactness, which follows from corollary 14). If 
P is a one-point space, there is a functorial isomorphism Ho(P;G) ;::::; G. This 
leads to the following definition. 

Let G be an R module. A homology theory with coefficients G consists 
of a covariant functor H from the category of topological pairs to graded 
R modules and a natural transformation a: H(X,A) ~ H(A) of degree -1 sat
isfying the homotopy, exactness, and excision axioms, and satisfying the 
following form of the dimension axiom: On the category of one-point spaces 
there is a natural equivalence of H with the constant functor which assigns 
to every one-point space the graded module which is trivial for degrees other 
than 0 and equal to G in degree O. A homology theory with coefficients Z is 
called an integral homology theory. An integral homology theory is the same 
as a homology theory as defined in Sec. 4.8. 

Singular homology with coefficients G is an example of a homology 
theory with coefficients G. The uniqueness theorem 4.8.10 is valid for 
homology theories with coefficients. 

In the next section we shall show how the singular homology modules 
with coefficients are determined by the integral singular homology groups. 
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In order to express H( C; G) in terms of H( C) and G, it is necessary to intro
duce certain functors of modules that are associated to the tensor-product 
functor. This section contains a definition of these functors, and a study of 
them in the special case of a principal ideal domain. This leads to the 
universal-coefficient theorem. In the next section these new functors will 
enter in a description of the homology of a product space. 

Let A be an R module. A resolution of A (over R) is an exact sequence 

... ~ Cn ~ ... ~ C1 ~ Co -4 A ~ 0 

If, in addition, each Cq is a free R module, the resolution is said to be free. 
Thus a resolution of A consists of a chain complex C = {Cq,Oq} over R which 
is augmented over A and is such that C is acyclic. The resolution is free 
if and only if the chain complex C is free. 

Any R module A has free resolutions. In fact, given an R module B, let 
F(B) be the free R module generated by the elements of B and let F(B) ~ B 
be the canonical map. The canonical free resolution of A is the following re
solution (defined inductively): 

... ~ F(ker Oq) ~ F(ker Oq-l) ~ ... ~ F(ker e) ~ F(A) -4 A ~ 0 

The method of acyclic models applies to chain complexes over Rand, 
when applied to a category consisting of a single object and single morphism, 
implies the following result. 

I THEOREM Let C be a free nonnegative chain complex augmented over 
A and let C' be a resolution of A'. Any homomorphism q;: A ~ A' extends to 
a chain map 

... ~ C~+l ~ C~ ~ ... ~ Co -4 A' ~ 0 

preserving augmentations, and two such chain maps are chain homotopic. • 

Specializing to the case q; = lA: A C A, we obtain the next result. 

2 COROLLARY If C and C' are free resolutions of A, then C and C' are 
canonically chain-equivalent chain complexes. • 

For modules A and B and a free resolution C of A, it follows from corol
lary 2 that the graded module H(C;B) depends only on A and B. Let C be the 
canonical free resolution of A. For q 2:: 0 we define the qth torsion product 
Torq (A,B) = Hq(C;B). It is a covariant functor of A and of B. From the short 
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exact sequence 

o ----. 31 C1 ----. Co ~ A ----. 0 

it follows from corollary 5.1.6 that there is an exact sequence 

31C1 ® B ----. Co ® B ~ A ® B ----.0 

By definition, Toro (A,B) is the zeroth homology module of the chain complex 

... ----. C2 ® B ----. C1 ® B ~ Co ® B ----. 0 

Hence Toro (A,B) = (Co ® B)/im (31 ® 1). By the above exact sequence, 

im (31 ® 1) = im (3 1el ® B ----. Co ® B) = ker (e ® 1) 

Therefore 

Toro (A,B) = (Co ® B)/ker (e ® 1) ;::::; A ® B 

and so Toro (A,B) is naturally equivalent to A ® B. 
All the previous remarks are valid for any commutative ring with a unit. 

For the remainder of this section we specialize to the case where R is a prin
cipal ideal domain. Over a principal ideal domain any submodule of a free 
module is free. Therefore any module A has a short free resolution of the form 

o ----. Cl ----. Co ----. A ----. 0 

(simply let Co = F(A) and C1 = ker [F(A) ----. AJ). Such a short free resolu
tion of A is the same as a free presentation of A. Because there exist short 
free resolutions, Torq (A,B) = 0 if q > 1. We define the torsion product 
A * B to equal Tor1 (A,B). It is characterized by the property that, given any 
free presentation of A, 

there is an exact sequence 

o ----. A * B ----. C1 ® B ----. Co ® B ----. A ® B ----. 0 

In fact, A * B ;::::; H 1(C ® B) = ker (C1 ® B ----. Co ® B), since C2 ® B = O. 
The torsion product is a covariant functor of each of its arguments. 

Because the tensor product commutes with direct sums and direct limits (by 
theorems 5.1.8 and 5.1.9) and the direct limit of exact sequences is exact (by 
theorem 4.5.7), the torsion product also commutes with direct sums and 
direct limits. Its name derives from the fact that it depends only on the 
torsion submodules of A and B (see corollary 11 below). 

3 EXAMPLE If A is free, it has the free presentation 

0----. 0----. A----.A----. 0 

from which we see that A * B = 0 for any B. 
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4 EXAMPLE If A is the cyclic R module whose annihilating ideal is generated 
by an element v E R, then A :::::: R/vR and there is a free presentation of A 

O~R~R~A~O 

in which a( v') = VV ' for Vi E R. For any module B there is an isomorphism 
R ® B :::::: B sending 1 ® b to b. Under this isomorphism, the map 
a ® 1: R ® B ~ R ® B corresponds to a' : B ~ B, where a'(b) = vb for 
b E B. Therefore ker a' is the submodule of B annihilated by v, and so 

(R/vR) * B:::::: {b E B I vb = O} 

The above examples suffice to compute A * B for a finitely generated 
module A (because of the structure theorem 4.14 in the Introduction). This 
theoretically determines A * B for arbitrary A, because any A is the direct 
limit of its finitely generated submodules (see theorem 4.2 in the Introduction) 
and the torsion product commutes with direct limits. 

:. LEMMA If A or B is torsion free, then A * B = O. 

PROOF Because the torsion product commutes with direct limits, it suffices 
to consider the case where A and B are finitely generated, in which case being 
torsion free is equivalent to being free. If A is free, the result follows from 
example 3. If B is free and finitely generated, it is isomorphic to a direct sum 
of n copies of R. If 

o ~ C1 ~ Co ~ A ~ 0 

is a free presentation of A, then C1 ® B ~ Co ® B ~ A ® B ~ 0 is isomorphic 
to a direct sum of n copies of the sequence C1 ® R ~ Co ® R ~ A ® R --7 O. 
Since C1 ® R ~ Co ® R is a monomorphism, so is C1 ® B --7 Co ® B, and 
A * B = O .• 

It follows that if R is a field, then A * B = 0 for all modules A and B. 
The following result is proved similarly by proving it first for finitely generated 
modules (where being torsion free is equivalent to being free) and taking 
direct limits to obtain the result for arbitrary modules. 

6 LEMMA Given a short exact sequence of modules 

o ~ A' ~ A ~ A" ~ 0 

and given a module B, if A" or B is torsion free, there is a short exact 
sequence 

o ~ A' ® B ~ A ® B ~ A" ® B ~ 0 

PROOF As remarked above, it suffices to prove the result if A" or B is free and 
finitely generated. If A" is free, the original sequence splits, by example 5.1.lO, 
and the result follows from corollary 5.1.12. If B is free and finitely generated, 
the map A' ® B ~ A ® B is a finite direct sum of copies of A' ® R ~ A ® R, 
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and hence a monomorphism. The result follows from this and corollary 5.1.6. • 

We use this result to obtain an exact sequence of homology correspond
ing to a short exact sequence of coefficient modules. 

7 THEOREM On the product category of torsion-free chain complexes C 
and short exact sequences of modules 

o ~ G' ~ G ~ Gil ~ 0 

there is a natural connecting homomorphism 

/3: H(C;G") ~ H(C;G') 

of degree - 1 and a functorial exact sequence 

... ~ Hq(C;G') ~ Hq(C;G) ~ Hq(C;G") ~ Hq_l(C;G') ~ 

PROOF By lemma 6, there is a short exact sequence of chain complexes 

o~ C® G'~C® G ~ C® Gil ~ 0 

Since this is functorial in C and in the exact coefficient sequence, the result 
follows from theorem 4 . .'5.4. • 

The connecting homomorphism /3 occurring in theorem 7 is called the 
Bockstein homology homomorphism corresponding to the coefficient sequence 

o ~ G' ~ G ~ G' ~ O. Theorem 7 remains valid over an arbitrary commu
tative ring R with a unit if C is assumed to be a free chain complex over R. 

Let C be a chain complex over R and let G be an R module. Recall the 
homomorphism p,: H(C) ® G ~ H(C;G) defined in the last section. This 
homomorphism enters in the following universal-coefficient theorem for 
homology. 

8 THEOREM Let C be a free chain complex and let G be a module. There 
is a functorial short exact sequence 

o ~ Hq(C) ® G ~ Hq(C ® G) ~ Hq_1(C) * G ~ 0 

and this sequence is split. 

PROOF Let Z be the subcomplex of C defined by Zq = Zq( C) with trivial 
boundary operator and let B be the complex defined by Bq = Bq- 1(C) with 
trivial boundary operator. Both Band Z are free chain complexes and there 
is a short exact sequence 

O~Z~CJ4B~O 

where lXq(Z) = Z for Z E Zq and .8q(c) = OqC for c E Cq. Since B is a free com
plex; this short exact sequence is split. By theorem 5.1.13, there is an exact 
sequence 
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where a* {b} = {D'q-.!la qaq- 1b} = {D'qll(b)} for b E Bq~l' Since Z and B have 
trivial boundary operators, so do Z ® G and B ® G. Therefore Hq(Z;G) = 
Zq ® G and Hq(B;G) = Bq ® G = Bq~l(C) ® G, and the above exact se
quence becomes 

... ~ Bq(C) ® G Yq ® 1) Zq(C) ® G ~ Hq(C;G) ~ 

Bq~l(C) ® G Yq-l ® 1) Zq~l(C) ® G ~ 

where Yq: Bq( C) C Zq( C). From the exactness of this sequence we obtain a 
short exact sequence 

o ~ coker (Yq ® 1) ~ HiC;G) ~ ker (Yq~l ® 1) ~ 0 

and it only remains to interpret the modules on either side of Hq(C;G). 
Since Zq( C) is free, the short exact sequence 

o ~ Bq(C) ~ Zq(C) ~ Hq(C) ~ 0 

is a free presentation of Hq(C). By the characteristic property of the torsion 
product, there is an exact sequence 

o ~ Hq(C) * G ~ Bq(C) ® G Yq ® 1) Zq(C) ® G ~ Hq(C) ® G ~ 0 

Therefore coker (Yq ® 1) ::::: Hq(C) ® G and ker (Yq ® 1) ::::: Hq(C) * G. Sub
stituting these into the short exact sequence above yields the short exact 
sequence 

o ~ Hq(C) ® G ~ Hq(C;G) ~ Hq~l(C) * G ~ 0 

It is easily verified by checking the definitions that the homomorphism 
Hq(C) ® G ~ Hq(C;G) is equal to fL. 

If T: C ~ C' is a chain map, T defines a commutative diagram 

O~Z~C-4B~O 

o ~ Z' ~ C' 4 B' ~ 0 

from which we obtain the commutative diagram 

Therefore the short exact sequence for Hq(C;G) is functorial. 
We now prove that the short exact sequence is split (but is not functorially 

split). Because Bq~l(C) is free and aqCq = Bq~l(C), there exist homomorphisms 
hq: Bq~l(C) ~ Cq such that aqhq = 1. Then 

hq ® 1: Bq~l(C) ® G ~ Cq ® G 
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maps the kernel of Yq-l ® 1 into cycles of Cq ® G and induces a homomor
phism Hq-1(C) * G ~ Hq(C;G) which is a right inverse of the homomorphism 
Hq(C;G) ~ Hq-1(C) * G of the short exact sequence in the theorem. • 

We can use this result to establish some properties of the torsion product, 
beginning with the following six-term exact sequence connecting the tensor 
and torsion products. 

9 COROLLARY Let 0 ~ B' -4 B -4 B" ~ 0 be a short exact sequence of 
modules and let A be a module. There is an exact sequence 

o ~ A * B' ~ A * B ~ A ... B" ~ 

A ® B' 1 ® a') A ® B 1 ® {J') A ® B" ~ 0 

PROOF Let 0 ~ C1 ~ Co ~ A ~ 0 be a free presentation of A and let C be 
the corresponding free chain complex obtained by adding trivial groups on 
both sides. Since C is free, it follows from lemma 6 that there is a short exact 
sequence of chain complexes 

o ~ C ® B' 1 ® a') C ® B 1 ® {J') C ® B" ~ 0 

Because Hq(C) = 0 if q =t= 0 and Ho(C) = A, the homology sequence of the 
above short exact sequence of chain complexes (interpreted by means of 
theorem 8) gives the desired exact sequence. • 

This yields the commutativity of the torsion product. 

10 COROLLARY There is a functorial isomorphism 

A*B;::::;B*A 

PROOF Let 0 ~ C1 ~ Co ~ B ~ 0 be a free presentation of B. By corol
lary 9, there is an exact sequence 

o ~ A ... C1 ~ A * Co ~ A * B ~ A ® C1 ~ A ® Co ~ A ® B ~ 0 

Since Co is free, it follows from lemma 5 that A * Co = 0, and there is an 
exact sequence 

o ~ A * B ~ A ® C1 ~ A ® Co ~ A ® B ~ 0 

By the characteristic property of B ... A, there is an exact sequence 

o ~ B * A ~ C1 ® A ~ Co ® A ~ B ® A ~ 0 

The functorial isomorphism A * B ;::::; B * A then results by chasing in the 
commutative diagram 

o ~ A * B ~ A ® C1 ~ A ® Co ~ A ® B ~ 0 

o ~ B ... A ~ C1 ® A ~ Co ® A ~ B ® A ~ 0 

in which the vertical maps are the functorial isomorphisms expressing the 


